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Chapter 1

AN INVITATION TO LANGUAGE AND GAMES

Ahti-Veikko Pietarinen
University of Helsinki

1 INTRODUCTION

Language—a Game? That language may be compared to games, and hence to strategic and
rational interactions, is an ancient idea. As a metaphysical thought, the opposition of ch or a and
kosmos in Plato's philosophy is the contest and play between the distracted and the ordered, the
changing and the permanent. As a metaphor for argumentation, Aristotle's Topics and its later
incarnations, such as the scholastic Ars Obligatoria, are set up as dialogical duels.

The last century was marked by a linguistic turn in philosophy. Those seeking to understand
the expression of natural language sometimes chose to focus on games. Ferdinand de Saussure
(1857-1913), a pioneer of structural linguistics, considered chess the man-made counterpart of
the natural processes of language in Course in General Linguistics (1916), in which he compared
language and chess. They both involve dynamics, their rules are conventional, and their strategies
positional, Saussure argued. The difference lies in deliberation: while in chess the player intends
various moves, in language moves are spontaneous and fortuitous. Saussure's comparison does
not hold water: if we interpret the difference as that between what is strategic and what is non-
strategic, the difference that Saussure ended up advocating erases practically all he wanted to see
as chess-like in language.

Earlier, Charles Peirce (1839-1914) had expressed a much better thought-out allegory in
which thought is mediated by expression, just as pawns and knights mediate the purposes and
intentions of those playing the game of chess:

Thinking always proceeds in the form of a dialogue—a dialogue between different phases
of the ego—so that, being dialogical, it is essentially composed of signs, as its Matter, in the
sense in which a game of chess has the chessmen for its matter. (Peirce 1967, MS 298, 1905,
Phaneroscopy)

Peirce remarked that it was "a sop to Cerberus" to explain the meaning of signs in terms of
strategic dialogues that refer to actual persons uttering and interpreting those signs.l Indeed, the

:See Chapter "The semantics/pragmatics distinction from the game-theoretic point of view" in this volume.
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concept of strategy integral to game theories of rational decision was not available to him. In
place of strategy, Peirce used the notion of a habit of acting in certain ways in certain kinds of
circumstances.

The game metaphor has retained its strength in linguistics and philosophy alongside logic,
contemporary mathematics and theories of computation (Pietarinen 2003, 2007a,b). But is the
notion of a game worthy of serious linguistic theorising? What is its relevance? What has game
theory brought to the table of theoretical linguists and philosophers of language?

2 TAKING GAMES SERIOUSLY

Game theory, as a theory of strategic interaction, has arisen as a noteworthy tool for linguistic
analysis, and has been used to expose the multiplicity of issues to do with linguistic meaning, its
origins, and its change.

The Emergence of Game Theory The first mathematical result concerning games was sug-
gested by Zermelo (1913) of certain finite, strictly competitive two-player games of perfect in-
formation, such as chess. He showed that a player can only avoid losing for a finite number
of moves (if the opponent plays correctly), if and only if the opponent is able to force a win.
The modern version of the theorem states that every such game is determined: either player 1 or
player 2 has a winning strategy.

The notion of strategy was formalised during the 1920s by Emil Borel, John von Neumann,
Laszlo Kalmar and Denes Konig. The theory of games was established in John von Neumann
and Oskar Morgenstern's 1944 Locus Classicus, The Theory of Games and Economic Behavior.

By the late 1930s, the relevance of game theory to other fields of science, and to economics
in particular, was not yet fully acknowledged. John von Neumann, in a letter to Abraham Flexner
(25 May 1934), confessed: "I have the impression that [economics] is not yet ripe... not yet fully
enough understood... to be reduced to a small number of fundamental postulates—like geometry
or physics" (quoted in Leonard 1995, p. 730). The influence of game theory grew slowly, and
happened, to a considerable degree, via Morgenstern's attention, the co-author of The Theory of
Games\ though a full axiomatisation was never reached.

In lieu of axiomatisation, manifold applications of game theory have proved its scientific
worth. "By their fruits ye shall know them," pronounced both Charles Peirce and David Hilbert
in their independent and contemporaneous discoveries in logic and mathematics around the turn
of the century, frequently applying the game metaphor to a variety of tasks. Economics, statistics,
logic, mathematics, the social and political sciences, ethics, physics and biology have later all
resorted to game theory in clarifying some of their most difficult and fundamental theoretical
constructions.

Our focus in this book is on linguistics and the philosophy of language. Games are models of
human actions, and language, speech and communication exemplify those actions. But we must
distinguish two levels: games as a theoretical framework for studying the nature and the origins
of linguistic meaning and games as models of large classes of rational human behaviour in actual
communicative situations. Predominantly, this book is concerned with games in their former
role, and it was this role that Wittgenstein, one of the first philosophers to systematically argue
for the usefulness of games in the philosophy of language, thought underlies linguistic meaning.
His insights later resurfaced in theories such as evolutionary and semantic games.
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Language Games The first pages of Ludwig Wittgenstein's Philosophical Investigations 
(1953) introduce the idea of a language game in order to show that the words of a text, or a 
complete primitive language, derive their meaning from the role that they have in certain non- 
linguistic activities he calls 'games'. For Wittgenstein, the foundational purpose is not something 
that can be found in language but is external to them. Games are conceptually prior to symbolic 
codes. They are the activities and practices from which language derives its meaning. "[Ylou 
can learn that the word has meaning by the particular use we make of it. We are like people 
who think that pieces of wood shaped more or less like chessmen or draughtstones standing on 
a chessboard constitute a game even if nothing has been said as to how they are to be used" 
(Wittgenstein, 2000-, 147, 39v), he writes in the thirties (ibid., 149: IS), soon followed by the 
comment: "For what we call the meaning of the word lies in the game we play with it." Likewise 
for sentences: "In which case do we say that a sentence has [a] point? That comes [close] to 
asking in which case do we call something a language game. I can only answer. Look at the 
family of language games that will show you whatever can be shown about the matter" (ibid., 
148: 36v). 

The purpose of the players in Wittgenstein's language games is to "show or tell what one 
sees". What the players try to achieve is to bring to the fore what they see to be the case in the 
context of an assertion: "It is true that the game of 'showing or telling what one sees' is one 
of the most fundamental language games, which means that what we in ordinary life call using 
language mostly presupposes this game" (ibid., 149: 1). 

To show or to say that something is the case is to communicate those findings. In some 
cases that might involve the naming of objects, but that would not be the whole story. To name 
something is not yet effectual. It does not, Wittgenstein remarks, constitute a genuine move in a 
language game: 

Within naming something we haven't yet made a move in the language game,-any more 
that [sic] you have made a move in chess by putting a piece on the board. We may say: by 
giving a thing a name nothing bas] yet been done. It hasn't a name,-except in the game. 
This is what Frege meant by saying that a word has meaning only in its connection with [the 
context of] a sentence. (ibid., 226: 36) 

Seeing and telling what is the case and naming something are not on the same dimension. It 
might suffice to give something a name and to rest content with that, but that reveals nothing 
about the meaning of expressions. Language games have to be actively played for a meaning 
of expressions to emerge, which in turn is a prerequisite for conversational meaning and speech 
acts, the second major arena for games and quite distinct from the first. 

Logic of Conversation Game-theoretic approaches to theories of communication have recently 
enjoyed success. Paul Grice's (1989) writings have been instrumental in providing normative 
theories of communication that follow rationality and cooperation. The most attention has been 
paid to Grice's maxims of conversation-especially on the maxim of relation in theories of rel- 
evance (Sperber & Wilson 1995, Pietarinen 2004a), which he took to be imminent outcomes of 
these postulates. Less has been laid on the overall ethical project to elicit different maxims from 
the assumption that dialogue partners are rational and aim to increase the summum bonum-the 
'ultimate good' as scholastics had it-by one kind of cooperative practice or another. 

Implementations of the Gricean project have suffered from similar difficulties as the overall 
theory of games. It is not obvious that agents maximising expected utilities in fact aim at in- 
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creasing the summum bonum since that may be a mere by-product of their activities. Nor is it 
clear that language users invariably act according to principles of rationality. This does not speak 
against using game theory in theories of communication and conversation--or in the "logic of 
conversation", as Grice calls it, since it no longer need subscribe to full rationality or complete 
information about payoffs. Rather, what we are given is a preliminary argument to the effect that 
there is something intrinsically congenial in theories of communication and theories of games. 

Many have endeavoured to spell out this congeniality. For instance, Hintikka (1986) argued 
that  rice's programme ought td be ~~erationaliied by assigning payoffs to full communic~tive 
strategies, not to individual moves that interlocutors make. Only when communication terminates - 
do we have enough evidence and reason to assess the value of the path taken by the speaker or 
the hearer through a multiplicity of possible conversational situations. 

A further argument in favour of a strategic and dialogical outlook on communication is that 
language use and understanding is reciprocal, and the responsibilities are equally and mutually 
distributed between the speaker and the hearer. Originally, Grice's maxims pertained to singular 
utterances. Even today, the theory of relevance, which advocates strategic reasoning in terms 
of the maximisation of linguistic information and the minimisation of the cognitive processing 
effort required in gleaning relevant information, overlooks the interpreter's deliberations on what 
he or she interprets as relevant in the utterance. 

Even if attempts to join game-theoretic assets with pragmatic elements of language use were 
to have their basis in theories of conversation, and even if Grice's cooperative principle were the 
main principle preserved in conversation, it is not exactly right to simply equate Grice's prin- 
ciple with cooperation in the game-theoretic sense. Grice's technical definition of cooperation 
(according to which the speaker's contribution ought to be such that is required by the accepted 
purpose of the exchange) is speaker oriented and says little about the actual and quite complex 
process of interpretation. In game theory, on the other hand (according to which players' roles 
are, in normal cases, symmetric in the sense that no one player cooperates less than the others), 
Grice's definition does not lead to interactive cooperation. 

In fact, cooperation in the game-theoretic sense differs in one fundamental sense from cooper- 
ation in the sense in which Grice defined it. Cooperative approaches in economics do not attempt 
to model the precise manner in which agents communicate with each other because agents are 
assumed to endorse joint action, and any communication is relegated to pre-play situations. Such 
games are typically coalitional. From Grice's perspective, agents increase the summum bonum 
of some subsets of linguistic communities, not humankind at large.2 

Formal Pragmatics Jiirgen Habermas has also sought to drive a wedge between what is com- 
municative and what is strategic in linguistic action, but with very different music. He considers 
the two modifiers to be fundamentally different in his own account of communicative practices 
(Habermas, 1995). His motivation in drawing this division is not to show that the attitudes of the 
participants may differ in the two settings-the communicative and the strategic-but because 
he sees some transparent structural differences in them. In communication, the structure of how 
language is used is "superimposed" on goal-driven action (Habermas, 1998, p. 205). Communi- 
cation is replete, Habermas holds, with notions such as presuppositions, performatives, and other 
less objective constraints than strategic action. Its essence lies in the idea of interaction, but in 

2Curiously, Grice was a keen admirer of Peirce's logic and philosophy, and that influence shows up in a number 
ofjunctions in his account of the "logic of conversation" (Pietarinen, 2004). 
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Habermas's view, not in interaction that involves strategic considerations. On the contrary, he 
maintains, strategic action is parasitic on communicative interaction. 

But is it not misguided to try to draw these distinctions in terms of what is strategic and 
what is non-strategic? We know that strategic action may be performed cooperatively or non- 
cooperatively. Notwithstanding the performative contradictions that Habermas t h i s  ensue from 
manipulating the listener to give an answer that the speaker desires, communication may well 
be strategic in the sheer task of understanding and interpreting utterances. We may well play 
variable-sum games in which the outcomes assigned to total strategies mark varying degrees of 
understanding. What Habermas seeks to explain is that, if the crux of the strategic interaction 
falls within the principle of utility maximisation and hence self-interest, then it is incompatible 
with reciprocal understanding. However, the principle of utility maximisation, operationalised in 
game theory by solution concepts, well satisfies Habermas's desiderata of reaching understanding 
and agreement, having coordination and having cooperation. One just needs to shift the focus 
to cooperation, negotiation or bargaining, the essence of which is in variable-sum payoffs. This 
does not diminish the scope of communication; on the contrary, one inherits more precise tools 
and methods for tackling the structure of communication and discourse. 

The goal of Habermas seems rather to be a reconstruction of the meaning of linguistic com- 
petence and an awareness of its rules. He assumes that language has an in-built notion of validity 
which assertions make use of. The force that acts of meaning something, such as illocutions, 
have is based on the assumption that such assertions can be checked for validity. Obliging acts 
convince the hearers: 

With their illocutionary acts, speaker and hearer raise validity claims and demand that they 
be recognized. But this recognition need not follow irrationally, since the validity claims 
have a cognitive character and can be tested. I would like, therefore, to defend the following 
thesis: In the jinal analysis, the speaker can illocutionarily influence the hearer, and vice 
versa, because speech act-typical obligations are connected with cognitively testable validity 
claims-that is, because the reciprocal binding and bonding relationship has a rational basis. 
The s~eaker who commits herself normallv connects the s~ecific sense in which she would 
like to take up an interpersonal relationship with a thematically stressed validity claim and 
thereby chooses a specific mode of communication. (Habermas, 2001, p. 85) 

The term "formal" is to be taken in the sense of "rational reconstruction". But this does not 
pardon Habermas for confounding the cooperative and the strategic. Had his investigation moved 
on a more detailed level of rational reconstruction in the sense of game theory, the mix-up would 
have been exposed earlier. 

To put the point in simple terms, what Habermas is after is communicative action that aims 
at reaching understanding, whereas strategic action exerts influence on others. But the former is 
not devoid of purpose. In explaining what people do, we need goal-driven action structures for 
both. This need has been recognised ever since the early phases of the formation of the theory of 
games: 

Even if the theory of noncooperative games were in a completely satisfactory state, there 
appear to be difficulties in connection with the reduction of cooperative games to noncoop- 
erative games. It is extremely difficult in practice to introduce into the cooperative games 
the moves corresponding to negotiations in a way which will reflect all the infinite variety 
permissible in the cooperative game, and to do this without giving one player an artificial 
advantage (because of his having the first chance to make an offer, let us say). (McKinsey, 
1954, p. 359) 
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The infinite variety permissible in cooperative games is precisely the problem we encounter in 
contemporary studies in formal pragmatics, which deals not only with conventions but also with 
interpretations of context and environment. It is difficult to reduce all these to some formal 
framework of contingent but observable behaviour. Even more candidly, Shubik (1985, p. 293) 
reiterated this point t h i i  years later, suggesting that: 

[I]n much of actual bargaining and negotiation, communication about contingent behaviour 
is in words or gestures, sometimes with and sometimes without contracts and binding agree- 
ments. A major difficulty in applying game theory to the study of bargaining or negotiation 
is that the theory is not designed to deal with words and gestures+specially when they are 
deliberately ambiguous-as moves. Verbal sallies pose two unresolved problems in game- 
theoretic modelling: (1) how to code words, (2) how to describe the degree of commitment. 

In the attempts to overcome these challenges, game theorists, linguists, philosophers and logi- 
cians have unearthed a rich frontier for strategic interaction in the evolution of meaning and 
language use, which has only recently started to be probed in full generality. Game theory is to 
help these people to understand what is at issue in a variety of linguistic contexts. 

3 CONSEQUENCES FOR LANGUAGE THEORY 

What the allegory between games and language teaches is a serious and deep-seated philo- 
sophical problem concerning the relationship between thought, language and reality. All told, 
we have a concept that marries philosophical thinking with scientific methodology, such as the 
theory of games and rational decisions, linguistic pragmatics, logic, evolutionary biology and 
countless others. Aside from the pre-eminence of the intellectual history of the idea, the focus of 
most of the chapters in this book is on one of the two major methodologies: evolutionary game 
theory or game-theoretic  semantic^.^ 

Evolutionary Game Theory Most of the current theories on the market on language evolution 
are structural and functional rather than strategic in nature, and are built upon the presupposition 
that it is possible to model our 'innate linguistic endowment' and then correlate these models 
with some neo-Darwinian evolutionary theory. 

The problem with neo-Darwinism is that what it perceives to be responsible for the preser- 
vation of favourable variations as well as for destroying unfavourable ones is the capacity for 
adaptation of these variations. But adaptation refers to structural and functional processes which 
are not the only, and maybe not even the most plausible, paradigms for theories of linguistic 
meaning or its change. Instead, complex meaning relations between assertions and the world 
may emerge through strategic interactions. 

Evolutionary game theory studies the dynamics of strategic interactions of populations play- 
ing repeated games on a given resource (Maynard Smith, 1982). At the core of this theory is 
continuous change in strategies that the players use from one period of the play of the game to 
another, reflecting the variability of fitness derived from the level of success of previous rounds. 
Unlike in traditional game theory, no particular theory of rationality concerning language or 
players is presupposed, let alone common knowledge of rationality prone to game-theoretic para- 
doxes such as using backwards induction as our real-life solution concept. 

3Pietarinen (2005) is a study that brings evolutionary game theory to bear on the theory of semantic games. 
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Of late, evolutionary game theory has been applied to the analysis of language from a variety 
of perspectives. A considerable portion of studies focuses on empirical issues. Studies exist 
on computer simulations (Nowak et al. 1999, Oliphant & Batali 1996), the iterated learning of 
grammars (Kirby, 2000), and the naming games (Steels & McIntyre, 1999), to mentionjust a few. 
These approaches take the communicability function to determine the payoffs of expressions 
(Skyrms, 1996). In addition to the paradigms appealing to communicability or performatory 
factors, crucial parameters in the evolution of linguistic meaning are found in the realms of 
semantics and pragmatics. - - 

Several chapters in this book take up the issue of applying evolutionary game theory to the 
contemporary questions of semantics, pragmatics and their interconnections. 

Game-Theoretic Semantics While the evolution of the semantic component of language has 
received less attention than the evolution of phonology, syntax, grammar acquisition or learn- 
ing, game-theoretic methods have recently played a noteworthy role in formal semantics and 
pragmatics. This is another major thread in the present book. 

The traditional game-theoretic approach to semantics has two players, Myself and Nature, 
who assume the roles of the verifier and the falsifier of the expressions presented to them (Hin- 
tikka, 1973). The two players play a non-cooperative game on a shared commodity, which is 
a non-empty (possibly infinite) domain of the model and from which they choose individuals. 
The model is an interpreted structure in which the formulas of the underlying logic or natural 
language are true or false. 

Any sentence of English defines a game between Myself and Nature. The game rules for 
the quantificational expressions such as some, a($, every and any prompt a player to choose an 
individual from the relevant domain (a choice set) I, labelling the individual with a name if it 
does not already have one. The game continues with respect to an output sentence defined by the 
game rules. 

Moves may also refer to a wide variety of lexical and morphological categories such as 
modals, intensional verbs, tense operators, pronouns, definite descriptions, possessives, geni- 
tives, prepositional phrases, eventualities, adverbs of quantification, aspectual particles and po- 
larity items (Hintikka & Kulas 1983, 1985; Hintikka & Sandu 1991, Pietarinen 2001b). 

A play of the game terminates when such components are reached in which further appli- 
cations of game rules are no longer permitted. Their truth in a given interpretation determines 
whether Myself or Nature wins the play. 

An example of the game rule for some is as follows. 

(G.some): If the game has reached a sentence of the form 

X-someY who Z - W ,  

then Myself chooses an individual from I, say b. The game continues with the sentence 

X - b - W , b i s a Y , a n d b Z .  

Here who Z (or where Z, when Z etc.) is the entire relative clause, and the main verb phrase W 
and the head noun in Y are in the singular. For simplicity, the relative clause markers are often 
omitted. X marks free linguistic context. 

For any the game rule is dual to (G.some): 
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(G.any): If the game has reached the sentence 

X-anyYwhoZ-W, 

then Nature may choose an individual, say b. The game is continued with the sentence 

X-b-W,b i saY,andb .  

Another example is for negation: 

(G.not): If the game has reached a sentence of the form neg(A), the players exchange roles, and 
the winning conventions will also change. The game continues with respect to A. 

The operation neg(A) is a functor forming sentential negations of A. 
Legitimate moves are thus determined by the constituent expressions under evaluation. 
The semantic games that are being played here may be thought of either as in their normal 

or in extensive form. In normal-form games, the strategy profiles are arrays of Skolem functions. 
In extensive-form games, the root is the complete expression, and the terminal histories are 
labelled with atomic formulas or simple linguistic items. The strategy profiles are constituted by 
the move-by-move responses to other players' moves in any of the information sets in which a 
player makes his move. Extensive-form games show the evolved interaction with the details of 
individual choices, responses, positions and information the players have. Specifying the strategy 
profiles completely determines the outcome of the game. 

The payoffs are assigned to strategies in normal-form games and to terminal histories in 
extensive-form games. A strategy that invariably leads the player whose role at the beginning 
of the game is the verifying (resp. falsifying) one to the winning terminal position interpreted 
as True (resp. False) will be his or her winning strategy. The existence of such strategies shows 
when a compound formula, a sentence of natural language or a segment of discourse is true and 
when it is false in a given model. 

Game-theoretic semantics carries with it a couple of further assumptions. Just as in the 
traditional theory of games (von Neumann & Morgenstern, 1944), the players are hyper-rational 
optimisers. Furthermore, semantic games are static one-off games. They have a finite horizon 
as the input strings are finite in length. Strategies are pure, and in terms of the conditions for 
the truth of the expressions, Nature's function remains stationary. In addition, the game and its 
equilibrium are common knowledge. 

A Test Case: Anaphora Interpreting anaphora is a good test case for the efficiency of game- 
theoretic semantics. It concerns the relative accessibility of the information about either the 
choices of individuals or the use of strategies. The accessibility of information can pertain to 
earlier parts of the same semantic game or to the plays of games in the periodical past. 

Extensive-form games contain information that may be lost in representing the games in their 
normal form. An example is resolving anaphoric relations. Consider, for instance, the discourse 
A knight sees a dragon. He escapes. What the suitable or intended value of the anaphoric 
pronoun he is, is often found in the past discourse referring to some earlier derivational history 
of that discourse (a knight), and there is no way of recovering that information merely from 
the normal form of the game. In interpreting anaphora, extensive games provide the needed 
diachronic models of interaction. 

However, in interpreting anaphora more is needed than just the record of derivational histories 
and the ensuing access to earlier choices made in the game. Players also need access to infor- 
mation concerning strategies that they themselves or their adversaries have entertained in earlier 
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parts of the game. For that to be possible, extensive forms can be extended to hyper extensive-
form games (for details, see Sandu & Janasik 2003, Pietarinen & Sandu 2004). These games
code the information concerning the strategies that players have used earlier in the game into the
local states of the players at each non-terminal history in which a player is to move. Hyperexten-
sive games account for functional anaphora in sentences such as Every man carried a gun. Most
of them used it. Here, the values for the gun and it are given by a function from men to guns,
producing for each man, a particular gun.

Furthermore, as soon as pragmatic change is at issue, an even greater modicum of diachro-
nism than just access to earlier actions or strategies made in the extensive or hyperextensive
game is needed. Players need to have access to actions and strategies emanating from earlier
plays of the game, too. This transfer of information from earlier plays to future ones is at issue in
pragmatic change: as each game is played within a changing environment, there is bound to be
variation in the strategies from one play of the game to another. "A language game does change
with time," noted Wittgenstein in On Certainty (256).

Linguistic meaning thus has two levels of diachronism: the more semantically oriented ques-
tion of game-internal references to past actions and the 'trans-structuraP question of the amount
of information concerning actions transmitted from earlier periods to future ones. Pragmatic fea-
tures per se are not subordinate to the latter constraint and may involve shorter intervals taking
place within single runs of the games. However, changes in such features are parasitic on aspects
of evolutionary dynamics in sequences of periods comprising total extensive games, because that
is the only way games are able to be played in changing and mutating environments and contexts
that nurture the meaning.

Interpreting anaphora thus becomes a matter of the relative accessibility of the information
concerning either the choices of individuals or the use of strategies. In other words, the accessi-
bility of information pertains either to earlier parts of the same semantic game (intra-structural
pragmatics), or to the histories of earlier plays of games (trans-structural pragmatics).

4 OVERVIEW

The purpose of this book is to introduce the reader to the variety of linguistic contexts in
which the notion of a game proves its worth. As attested in the following chapters, games need
not be left as an apt allegory for understanding communicative meaning or issues in linguistic
interaction, but can be reworked into a theory which provides an efficient tool for the analysis of
linguistic meaning in all senses of that inquiring term.

What are the fundamental issues raised by Wittgenstein's language games to theories of se-
mantics and logic? JOHN F. SOWA'S chapter "Language Games, A Foundation for Semantics and
Ontology" takes as a starting point the idea that the multiplicity of language games accounts for
the flexibility of natural languages, while staying within one game makes expressions more pre-
cise. Peirce noted that "one and the same proposition may be affirmed, denied, judged, doubted,
inwardly inquired into, put as a question, wished, asked for, effectively commanded, taught, or
merely expressed, and does not thereby become a different proposition" (Peirce, 1976, p. 248).
Wittgenstein's examples of different language games included giving orders and obeying them,
describing the appearance of an object, giving its measurements, drawing, reporting an event,
speculating about an event, forming and testing a hypothesis, presenting the results of an ex-
periment in tables and diagrams, making up a story and reading it, play-acting, singing catches,
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guessing riddles, making a joke, telling it, solving a problem in practical arithmetic, translating 
from one language into another, asking, thanking, cursing, greeting and praying (Wittgenstein, 
1953, $23). To accommodate these shifting interpretations of expressions common in commu- 
nication, Sowa rejects an assumption of a single logic and calls for a major paradigm shift in 
formal semantics, which adopts a dynamic framework of logics and ontologies, characterising 
the variety of language use as a variability of the application of different language games. 

In "Counterfeiting Truth: Statistical Reporting on the Basis of Trust" DAVID M. LEVY and 
SANDRA J. PEART trace the ideas of the strategic constitution of linguistic meaning and rational 
interaction back to Adam Smith's (1723-1790) account of trade phenomena in monetary institu- 
tions. Smith observed that language and economics both attempt to explain similar regularities in 
human interaction and in the design of social systems. Rules and protocols governing language 
arise by mutual consent, and language as a rule-based system develops and is revised in accor- 
dance with usage over periods of time. Smith made a major theoretical point in emphasising 
the priority of use over rule governing. He referred to the affinity between trade and language 
in The Wealth of Nations (1776) as two sides of the same underlying process: "[The division of 
labour] is the necessary, though very slow and gradual, consequence of a certain propensity in 
human nature which has in view no such extensive utility; the propensity to truck, barter, and 
exchange one thiig for another. . . . [It is] the necessary consequence of the faculties of reason 
and speech" (Smith, 199111776, p. 19). In particular, Smith's insight was that institutions rely 
on trust and trust is carried by language. Statistical deceit is an instance of that larger insight. 
Levy and Peart take statistical estimators to be conventions, which were famously introduced 
into the study of language by David Lewis (1969) in his game-theoretic examination of conven- 
tions. Statistical estimators, Levy and Peart argue, are at work in contributing to the semantic 
framework of language, and they demonstrate that, in contrast with Lewis's game-theoretic ac- 
count of conventions, a convention of statistical estimators is conducive to conflict rather than 
coordination. 

In his Dissertation on the Origin of Languages (1767), in which Adam Smith concentrates 
largely on lexical semantics, the focus is on the emergence of simple words such as proper names, 
adjectives, prepositions, comparatives, demonstrative pronouns and verbs (Smith, 197011767). 
He distinguishes between words that emerge from the desire to express qualities of objects and 
those that emerge hom the desire to express the relationships in which objects stand to each 
other. 

Accordingly, Smith uncovered further insights into the workings of language, including the 
time-honoured questions concerning its origins. ANGEL ALONSO-CORTES in "From Signals 
to Symbols: Grounding Language Origins in Communication Games" brings together the fields 
of economics and linguistics on the topic of the origins of language. The key concern is how 
linguistic signs or symbols have inherited design features present in communication. Alonso- 
Cortis demonstrates how some features of language can be adequately understood as a result 
of coordination games. Developing upon Smith's insights, Alonso-Cortis argues that modem 
language originated as a consequence of trade or exchange relationships and the division of 
labour among early humans. As an economic activity, both trade relationships and the division 
of labour call for coordination, and the outcome is a causal relationship between game-theoretic 
activities and general properties of the linguistic symbol. 

After Lewis published his 1969 work on conventions, which laid the foundation for a game- 
theoretic approach to social conventions, a vast number of studies conceming the role and the 
nature of evolutionary arguments in linguistics have sprung up. This evolutionary turn, PELLE 



An Invitation to Language and Games 11 

GULDBORG HANSEN observes in "Evolutionary Games and Social Conventions", has marked 
a transition from the classical assumptions of perfect rationality and common knowledge to as- 
sumptions about agents as members of evolutionally constrained populations. He provides an 
extensive review of the relations between social conventions on the one hand and phenomena 
such as Pareto efficiency, risk, discrimination, self-interest and cooperation on the other, and 
goes on to make a general argument in support of the evolutionary turn in the theory of conven- 
tion by a progressive exposition of its successful application to a variety of paradigmatic games. 

The state of the art in evolutionary models and computer simulations concerning the evolu- 
tionary emergence of language is the topic of CECILIA DI CHIO and PAOLO DI CHIO in their 
chapter on evolutionary language games, a discipline which can be seen to have emerged from 
the union of evolutionary game theory and the philosophical ideas revolving around language 
games. They review some of the key works on evolutionary language games and propose sim- 
ulation models for the evolution of language in view of verifying some previous results and 
demonstrating how the presence of a topological structure influences the communication among 
individuals. 

What is the relationship between semantics and pragmatics? GERHARD JAGER argues in 
"Game Dynamics Connects Semantics and Pragmatics" that the best response dynamics lends 
itself to an epistemic interpretation and that this provides a suitable game-theoretic foundation 
for pragmatic reasoning in the Gricean tradition. Continuing the themes of the previous chapters, 
Jager provides a wide-ranging overview of evolutionary interpretations of game theory, compares 
two versions of it, replicator dynamics and best response dynamics, and explores the ensuing 
notions of evolutionary stability. 

Moving towards actual models of communication and conversation, JUN MIYOSHI builds 
some game-theoretic models of conversations and explores links between game theory and lin- 
guistic conversation. Miyoshi analyses a simple example of conversation and discusses the ques- 
tion of how it could be formulated into a game format. Miyoshi then presents a family of games 
with perfect and complete information as a general model of conversations, and applies some 
theorems of game theory to it, followed by an argument for games of incomplete information as 
a more realistic model of conversations. Miyoshi also suggests how game-programming tech- 
niques are applicable to the modelling of conversations. 

It is commonplace in pragmatics to invent new methods based on either empirical data or 
theoretical assumptions toiackle problems that are thought to be inadequately handled by the ap- 
paratus of formal semantics. "Situations and Solution Concepts in Game-Theoretic Approaches 

A A 

to Pragmatics" by IAN ROSS explores one such recent method in theoretical linguistics, bidirec- 
tional optimality theory, and argues that, if restricted to operating over lexical items or simple 
clauses, it is unable to account for certain scalar implicatures determined by contextual factors. 
According to Ross, in order to accommodate such cases in this framework, the relevant units 
of optimisation must be multiclause sentences. If this step is taken, the predictions of bidi- 
rectional optimality theory and games of partial information-the latter proposed by Prashant 
Parikh (2001) to formally address Gricean issues around the "logic" of conversation+onverge, 
although they remain distinct in the general case. Such robust context-dependent examples of 
scalar implicature show, Ross argues, that adequate models cannot reduce such phenomena to a 
lexical account. 

Pushing the ideas of games of partial information further and taking situation theory to 
contribute to the fundamental philosophical assumptions concerning semantics and pragmatics, 
PRASHANT PARIKH and ROBIN CLARK present in their chapter "An Introduction to Equilib- 
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rium Semantics for Natural Language" a case for equilibrium semantics, a new framework for 
the study of meaning that combines semantics and pragmatics into a single discipline. At the 
heart of equilibrium semantics is the idea that the referential and the communicative are no 
longer separated, and they accomplish this by the semantics that build use into reference at the 
level of situation-theoretic "grounding situations" so that the need for a separate discipline of 
pragmatics vanishes. 

The chapter by Parikh and Clark predicts a merger not only between semantics and prag- 
matics but also between the theoretical mechanisms of game-theoretic semantics in the sense 
of games of partial information and game-theoretic semantics in the sense of Jaakko Hintikka's 
auvre. By taking a look at some central aspects of the game-theoretic semantics of the latter 
kind, TATJANA SCHEFFLER criticises the ordering principles in operation in the theory which 
guide the application of game rules. She argues that sentences with quantifier scope ambiguities 
demonstrate that ordering principles cannot impose a fixed hierarchy on game rules. Instead, 
Scheffler proposes that the principles allow game rules to be played in different orders, which 
yields two or more different games for some input sentences, distinct games corresponding to 
distinct semantic interpretations. Based on data involving complex quantifier scope ambiguities, 
including inverse linking examples, she suggests a new ordering principle for quantifiers, argues 
that a hierarchy is needed that determines the relative precedence of ordering principles, and tests 
the approach with respect to coordination and quantifier scope. 

The scope issue is also pertinent to the very functionality of game-theoretic semantics. In 
fact, it has turned out that the notion of scope is very ambiguous in linguistic semantics. Can we 
have a feasible semantic interpretation that draws a logical distinction between central notions of 
scope commonplace in language and which also satisfies some vital quantificational constraints? 
To answer the challenge, GABRIEL SANDU in his chapter "Two Notions of Scope" offers a 
dynamic version of game-theoretic semantics to account for the all-important distinction between 
logical and binding notions of scope. 

What else is game-theoretic semantics good for? One thing that can be done is to extend 
its applicability. In "Semantic Games and Generalised Quantifiers" AHTT-VETKKO PTETART- 
NEN proposes to marry generalised quantifiers with game-theoretic semantics. To accomplish 
this, several semantic game rules for various types of generalised quantifiers are formulated in 
that chapter. Moreover, Pietarinen argues that game-theoretic semantics surpasses relational se- 
mantics in that it provides a generic method of dealing with context-dependent quantifiers in 
terms of strategic content and also in that it offers a general semantics for branching generalised 
quantifiers. 

There are further uses for game-theoretic semantics. In "Games, Quantifiers and Pronouns" 
ROBIN CLARK argues that reference tracking, the ability to successfully assign referents to dis- 
course anaphors, is an example of how linguistic agents can strategically manage a resource and 
is therefore amenable to a game-theoretic analysis. Clark continues to fuse Himtikka-style game- 
theoretic semantics for natural language with games of partial information. The basic idea is 
that once discourse entities have been introduced, they can be treated as a resource available as 
public knowledge to the participants of the discourse. The participants can then treat the problem 
of associating referents with discourse anaphors as a game that can be solved rationally. Clark 
demonstrates how the referents for discourse anaphors can be found by solving for the Pareto- 
Nash equilibrium of the game. The idea is that both the speaker and the hearer are involved in 
a strategic interaction and that the basic structure of the problem is a matter of public knowl- 
edge. Because of this common mutual knowledge, the participants in the conversation are able 
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to formulate coherent strategies dealing with reference tracking, the ability to correctly assign
discourse referents to pronouns. Clark develops a technique which relies on the management
of a data structure, a game board, and shows how speakers can strategically use this resource
during the course of a conversation. He also demonstrates how new quantifier rules of game-
theoretic semantics allow for quantified expressions to establish discourse entities, and addresses
the problem of scope.

What does all this imply for the overall theories of semantics and pragmatics of language and
their relationship? From the game-theoretic point of view, AHTI-VEIKKO PIETARINEN argues
in the concluding chapter, what is semantic and what is pragmatic in language cannot be dis-
tinguished by the rule-governed and structural features of game theory. From the perspective of
game theory, the sole difference is whether players entertain epistemic relationships with respect
to the solution concepts and strategy profiles in the game-theoretic analysis of linguistic meaning.
This implies that the distinction is in a very real and concrete sense illusory. Epistemologically,
however, the distinction makes a world of difference. The field of interactive epistemology, for
instance, marrying game theory, epistemic logic and the theory of rational action, is emerging
as a significant contribution to strategic meaning in linguistics. Such an integration is likely to
significantly improve our theoretical understanding of a substantial number of phenomena con-
nected with linguistic meaning which frequently arise in the individual chapters.
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Chapter 2

LANGUAGE GAMES, A FOUNDATION FOR SEMANTICS AND
ONTOLOGY

John F. Sowa
VivoMind Intelligence, Inc.

The issues raised by Wittgenstein's language games are fundamental to any theory of semantics,
formal or informal. Montague's view of natural language as a version of formal logic is at best
an approximation to a single language game or a family of closely related games. But it is not
unusual for a short phrase or sentence to introduce, comment on, or combine aspects of multiple
language games. The option of dynamically switching from one game to another enables natural
languages to adapt to any possible subject from any perspective for any humanly conceivable
purpose. But the option of staying within one precisely defined game enables natural languages
to attain the kind of precision that is achieved in a mathematical formalism. To support the flex-
ibility of natural languages and the precision of formal languages within a common framework,
this article drops the assumption of a fixed logic. Instead, it proposes a dynamic framework
of logics and ontologies that can accommodate the shifting points of view and methods of ar-
gumentation and negotiation that are common during discourse. Such a system is necessary to
characterize the open-ended variety of language use in different applications at different stages of
life—everything from an infant learning a first language to the most sophisticated adult language
in science and engineering.

1 THE INFINITE FLEXIBILITY OF NATURAL LANGUAGES

Natural languages are easy to learn by infants, they can express any thought that any adult
might ever conceive, and they are adapted to the limitations of human breathing rates and short-
term memory. The first property implies a finite vocabulary, the second implies infinite extensi-
bility, and the third implies a small upper bound on the length of phrases. Together, they imply
that most words in a natural language will have an open-ended number of senses—ambiguity
is inevitable. Charles Sanders Peirce and Ludwig Wittgenstein are two philosophers who un-
derstood that vagueness and ambiguity are not defects in language, but essential properties that
enable it to express anything and everything that people need to say. This article takes these in-
sights as inspiration for a system of metalevel reasoning, which relates the variable meanings of
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a finite set of words to a potentially infinite set of concept and relation types, which are used and 
reused in dynamically evolving lattices of theories, which may be expressed in an open-ended 
variety of logics. 

At the beginning of his career, Wittgenstein, like many of the early researchers in artificial in- 
telligence, thought he had found the key to solving the problems of understanding language and 
reasoning. In his first book, the Tractatus Logico-Philosophicus, he presented an elegant view 
of semantics that directly or indirectly inspired the theories of formal semantics and knowledge 
representation that were developed in the 20th century: an elementary proposition expresses an 
atomic fact about a state of affairs (Sachverhalt), which consists of a configuration of objects 
(Verbindung von Gegenstanden); a compound proposition is a Boolean combination of elemen- 
tary propositions; everything in the world can be described by some proposition, elementary or 
compound; and everything that can be said can be clearly expressed by some proposition about 
such configurations. His conclusion was the famous one-sentence Chapter 7, which conveniently 
dismissed all exceptions: "Whereof one cannot speak, thereof one must be silent." 

The Tractatus inspired Rudolf Carnap's version of logical positivism and Alfred Tarski's 
model-theoretic semantics. One of Tarski's students, Richard Montague, extended model the- 
ory to intensional verbs, such as believe, want, or seek. Montague's grammar (1970) mapped 
a fragment of English to models with an elaborate construction of multiple worlds instead of 
Wittgenstein's single world. Around the same time, Woods (1968, 1972) and Winograd (1972) 
implemented model-theoretic systems for talking about moon rocks and the blocks world. Wino- 
grad's thesis adviser, Marvin Minsky, was also a technical adviser for the movie 2001, which fea- 
tured the HAL 9000, a computer that not only spoke and understood English, but could also read 
lips, interpret human intentions, and conceive plans to thwart them. When the movie appeared 
in 1968, Minsky claimed it was a conservative prediction about A1 technology in 2001. 

Although Wittgenstein and Winograd had a strong influence on later developments, both 
of them became disillusioned about a decade after their early successes. After Wittgenstein 
published his first book, which he believed had solved all the solvable problems of philosophy, 
he went to teach school in an Austrian mountain village. Unfortunately, his pupils did not think or 
speak the way his theorypredicted. It was impossible to find any truly atomic facts that could not 
be further analyzed or viewed from an open-ended number of different perspectives. Winograd 
also became discouraged by the difficulty of generalizing and extending his early system, and he 
later published a harsh critique of his own and other methods for translating natural language to 
logic (Winograd & Flores 1986). Today, no A1 system has any ability that can remotely compare 
to the HAL 9000, and textbooks based on Montague's approach are illustrated with toy examples 
that more closely resemble Montague's fragment than the English that anybody actually reads, 
writes, or speaks. 

The precision of logic is valuable, but what logic expresses so precisely may have no rela- 
tionship to what was intended or required. A formal specification that satisfies the person who 
wrote it might not satisfy the users' requirements. Engineers summarize the problem in a pithy 
slogan: "Customers never know what they want until they see what they get." More generally, 
the precision and clarity that are so admirable in the final specification of a successful design are 
the result of a lengthy process of trial, error, and revision. In most cases, the process of revision 
never ends until the system is obsolete. 

Unlike formal languages, which can only express the finished result of a lengthy analysis, 
natural languages can express every step from an initially vague idea to the final specification. 
During his career as an experimental physicist and a practicing engineer, Peirce learned the 
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difficulty of stating any general principle with absolute precision:

It is easy to speak with precision upon a general theme. Only, one must commonly surrender
all ambition to be certain. It is equally easy to be certain. One has only to be sufficiently
vague. It is not so difficult to be pretty precise and fairly certain at once about a very narrow
subject. (CP 4.237)

This quotation summarizes the futility of any attempt to develop a precisely defined ontology of
everything, but it offers two useful alternatives: an informal classification, such as a thesaurus or
terminology, and an open-ended collection of formal theories about narrowly delimited subjects.
It also raises the questions of how and whether these resources might be used as a bridge between
informal natural language and formally defined logics and programming languages.

Even if an ideal semantic representation were found, it would not answer the question of
how any system, human or machine, could learn and use the representation. Children rapidly
learn to associate words with the things and actions they see and do without analyzing them
into atomic facts or evaluating Montague's functions from possible worlds to truth values. The
following sentence was spoken by Laura Limber at age 34 months and recorded by her father,
the psychologist John Limber (1973):

When I was a little girl, I could go "geek, geek" like that;
but now I can go "This is a chair."

In this short passage, Laura combined subordinate and coordinate clauses, past tense contrasted
with present, the modal auxiliaries can and could, the quotations "geek, geek" and "This is a
chair", metalanguage about her own linguistic abilities, and parallel stylistic structure. The diffi-
culty of simulating such ability led Alan Perlis to remark "A year spent in artificial intelligence
is enough to make one believe in God" (1982).

2 WITTGENSTEIN'S ALTERNATIVE

Although Wittgenstein criticized his earlier theory of semantics and related theories by Frege
and Russell, he did not reject everything in the Tractatus. He continued to have a high regard
for logic and mathematics, and he taught a course on the foundations of mathematics, which
turned into a debate between himself and Alan Turing. He also retained the picture theory of
the Tractatus, which considered the relationships among words in a sentence as a picture (Bild)
of relationships in the world. What he abandoned, however, was the claim that there exists a
unique decomposition of the world into atomic facts and a privileged vantage point for taking
pictures of those facts. A chair, for example, is a simple object for someone who wants to sit
down; but for a cabinet maker, it has many parts that must be carefully fit together. For a chemist
developing a new paint or glue, even the wood is a complex mixture of chemical compounds,
and those compounds are made up of atoms, which are not really atomic after all. Every one of
those views is a valid picture of a chair for some purpose.

In the Philosophical Investigations, Wittgenstein showed that ordinary words like game have
few, if any common properties that characterize all their uses. Competition is present in ball
games, but absent in solitaire or ring around the rosy. Organized sport follows strict rules, but not
spontaneous play. And serious games of life or war lack the aspects of leisure and enjoyment.
Instead of unique defining properties, games share a sort of family resemblance: baseball and
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chess are games because they resemble the family of activities that people call games. Except for 
technical terms in mathematics, Wittgenstein maintained that most words are defined by family 
resemblances. Even in mathematics, the meaning of a symbol is its use, as specified by a set of 
rules or axioms. A word or other symbol is like a chess piece, which is not defined by its shape 
or physical composition, but by the rules for using the piece in the game of chess. As he said, 

There are countless+ountless different kinds of use of what we call 'symbols,' 'words,' 
'sentences.' And this multiplicity is not something fixed, given once and for all; but new 
types of language, new language games, as we may say, come into existence, and others 
become obsolete and get forgotten. (523) 

As examples of language games, he cited activities in which the linguistic component is unin- 
telligible outside a framework in which the nonlinguistic components are the focus. A child 
or a nonnative speaker who understood the purpose of the following games could be an active 
participant in most of them with just a rudimentary understanding of the syntax and vocabulary: 

Giving orders, and obeying them; describing the appearance of an object, or giving its mea- 
surements; constructing an object from a description (a drawing); reporting an event; specu- 
lating about an event; forming and testing a hypothesis; presenting the results of an experi- 
ment in tables and diagrams; making up a story, and reading it; play acting; singing catches; 
guessing riddles; making a joke, telling it; solving a problem in practical arithmetic; trans- 
lating from one language into another; asking, thanking, cursing, greeting, praying. (523) 

Only the game of describing an object could be explained in the framework of the Tractatus. 
Wittgenstein admitted that it could not explain its own language game: "My propositions are 
elucidatory in this way: he who understands me finally recognizes them as senseless.. . " (6.54). 
The theory of language games, however, is capable of explaining the language game of writing a 
book about anything, including language games. 

In his later work, Wittgenstein faced the full complexity of language as it is used in science 
and everyday life. Instead of the fixed boundaries defined by necessary and sufficient conditions, 
he used the term family resemblances for the "complicated network of overlapping and criss- 
crossing similarities" (1953,566) in which vagueness is not a defect: 

One might say that the concept 'game' is a concept with blurred edges.-"But is a blurred 
concept a concept at all?"--Is an indistinct photograph a picture of a person at all? Is it even 
always an advantage to replace an indistinct picture with a sharp one? Isn't the indistinct one 
often exactly what we need? 

Frege compares a concept to an area and says that an area with vague boundaries cannot be 
called an area at all. This presumably means that we cannot do anything with it.-But is it 
senseless to say: "Stand roughly (ungefahr) there"? (571) 

Frege's view is incompatible with natural languages and with every branch of empirical science 
and engineering. With their background in engineering, Peirce and Wittgenstein recognized that 
all measurements have a margin of error or granularity, which must be taken into account at every 
step from design to implementation. The option of vagueness enables language to accommodate 
the inevitable vagueness in observations and the plans that are based on them. 

After a detailed analysis of the Tractatus, Simons (1992) admitted that Wittgenstein's later 
criticisms are valid: "We might say that not everything we say can be said clearly" (p. 357). But 
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he was not ready to adopt language games as the solution: Wittgenstein "became a confirmed—
some, including myself, would say too confirmed—believer in the messiness of things." Yet
things really are messy. As Eugene Wigner (1960) observed, "the unreasonable effectiveness" of
mathematics for representing the fundamental principles of physics is truly surprising. The basic
equations, such as F = ma, are deceptively simple; even their relativistic or quantum mechanical
extensions can be written on one line. The messiness results from the application of the simple
equations to the enormous number of atoms and molecules in just a tiny speck of matter. When
applied to the simplest living things, such as a bacterium, even the fastest supercomputers are
incapable of solving the equations. In any practical calculation, such as predicting the weather,
designing a bridge, or determining the effects of a drug, drastic approximations are necessary.
Those approximations are always tailored to domain-dependent special cases, each of which
resembles a mathematical variant of what Wittgenstein called a language game. In fact, he said
"We can get a rough picture of [the language games] from the changes in mathematics" (§23).

Although Wittgenstein's ideas are highly suggestive, his definitions are not sufficiently pre-
cise to enable logicians to formalize them. Some confusion is caused by the English term lan-
guage game, which suggests a kind of competition that is not as obvious in the original German
Sprachspiel. Perhaps a better translation might be language play or, as Wittgenstein said, the lan-
guage used with a specific type of activity in a specific form of life (Lebensform). Hattiangadi
(1987) suggested that the meaning of a word is the set of all possible theories in which it may be
used; each theory would characterize one type of activity and the semantics of the accompanying
language game. The term sublanguage, which linguists define as a semantically restricted dialect
(Kittredge & Lehrberger 1982), may be applied to a family of closely related language games
and the theories that determine their semantics. The crucial problem is to determine how the
members of such families are related to one another, to the members of other families, and to the
growing and changing activities of the people—children and adults—who learn them, use them,
and modify them.

3 MODELS OF LANGUAGE

Any theory of language should be simple enough to explain how infants can learn language
and powerful enough to support sophisticated discourse in the most advanced fields of science,
business, and the arts. Some formal theories have the power, and some statistical theories have
the simplicity. But an adequate theory must explain both and show how a child can grow from
a simple stage to a more sophisticated stage without relearning everything from scratch: each
stage from infancy to adulthood adds new skills by extending, refining, and building on the
earlier representations and operations.

During the second half of the 20th century, various models of language understanding were
proposed and implemented in computer programs. All of them have been useful for processing
some aspects of language, but none of them have been adequate for all aspects of language or
even for full coverage of just a single aspect:

• Statistical. In the 1950s, Shannon's information theory and other statistical methods were
popular in both linguistics and psychology, but the speed and storage capacity of the early
computers were not adequate to process the volumes of data required. By the end of the
century, the vastly increased computer power made them competitive with other methods
for many purposes. Their strength is in pattern-discovery methods, but their weakness is
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in the lack of a semantic interpretation that can be mapped to the real world or to other 
computational methods. 

Syntactic. Chomsky's transformational grammar and related methods dominated linguis- 
tic studies in the second half of the 20th century, they stimulated a great deal of theoretical 
and computational research, and the resulting syntactic structures can be adapted to other 
paradigms, including those that compete with Chomsky and his colleagues. But today, 
Chomsky's contention that syntax is best studied independently of semantics is at best 
unproven and at worst a distraction from a more integrated approach to language. 

Logical. By the 1970s, the philosophical studies from Camap and Tarski to Kripke and 
Montague led to formal logics with better semantic foundations and reasoning methods 
than any competing approach. Unfortunately, those methods can only interpret sentences 
that have been deliberately written in a notation that looks like a natural language, but is 
actually a syntactic variant of the underlying logic. None of them can generate logical 
formulas from the language that people speak or write for the purpose of communicating 
with other people. 

Lexical. Instead of forcing language into the mold of formal logic, lexical semanticists 
study all features of syntax, vocabulary, and context that can cause sentences to differ 
in meaning. The strength of lexical semantics is a greater descriptive adequacy and a 
sensitivity to more aspects of meaning than other methods. Its weakness is a lack of an 
agreed delinition of the meaning of 'meaning' that can be related to the world and to 
computer systems. 

Neural. Many people believe that neurophysiology may someday contribute to better 
theories of how people generate and interpret language. That may be true, but the little that 
is currently known about how the brain works can hardly contribute anything to linguistic 
theory. Systems called neural networks are statistical methods that have the same strengths 
and weaknesses as other statistical methods, but they have little resemblance to the way 
actual neurons work. 

Each of these approaches is based on a particular technology: mathematical statistics, grammar 
rules, dictionary formats, or networks of neurons. Each of them ignores those aspects of language 
for which the technology is ill adapted. For people, however, language is seamlessly integrated 
withevery aspect of life, and they do not stumble over boundaries between different technologies. 
Wittgenstein's language games do not compartmentalize language by the kinds of technology 
that produce it, but by subject matter and mode of use. That approach seems more natural, but 
it raises the question of how a computer could recognize which game is being played, especially 
when aspects of multiple games are combined in the same paragraph or even the same sentence. 

The greatest strength of natural language is its flexibility and power to express any sublan- 
guage ranging from cooking recipes to stock-market reports and mathematical formulas. A flex- 
ible syntactic theory, which is also psychologically realistic, is Radical Construction Grammar 
(RCG) by Croft (2001). Unlike theories that draw a sharp boundary between grammatical and 
ungrammatical sentences, RCG can accept any kind of construction that speakers of a language 
actually use, including different choices of constructions for different sublanguages: 

Constructions, not categories or relations, are the basic, primitive units of syntactic repre- 
sentation. . . . The grammatical knowledge of a speaker is knowledge of constructions (as 
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form-meaning pairings), words (also as form-meaning pairings), and the mappings between 
words and the constructions they fit in. (p. 46) 

RCG makes it easy to borrow a word from another language, such as connoisseur from French 
or H2S04 from chemistry, or to borrow an entire construction, such as sine qua non from Latin 
or x2 + y2 = z2 from algebra. In the sublanguage of chemistry, the same meaning that is paired 
with H2S04 can be paired with sulfuvic acid, and the constructions of chemical notation can be 
freely intermixed with the more common constructions of English syntax. 

A novel version of lexical semantics, influenced by Wittgenstein's language games and re- 
lated developments in cognitive science, is the theory of dynamic construal of meaning (DCM) 
proposed by Cruse (2000) and developed further by Croft and Cruse (2004). The fundamental 
assumption of DCM is that the most stable aspect of a word is its spoken or written sign; its 
meaning is unstable and dynamically evolving as it is construed in each context in which it is 
used. Cruse coined the term microsense for each subtle variation in meaning as a word is used 
in different language games. That is an independent rediscovery of Peirce's view: the spelling or 
shape of a sign tends to be stable, but each interpretation of a sign token depends on its context 
in a pattern of other signs, the physical environment, and the interpreter's memory of previous 
patterns. Croft and Cruse showed how the DCM view of semantics could be integrated with a 
version of RCG, but a more detailed specification is required for a computer implementation. 

In surveying the difficulties of language translation, Steiner (1975) observed that the most 
amazing fact about languages is the multiplicity of radically different means for expressing id- 
iosyncratic views of the world: 

No two historical epochs, no two social classes, no two localities use words and syntax to 
signify exactly the same things, to send identical signals of valuation and inference. Neither 
do two human beings. Each living person draws, deliberately or in immediate habit, on two 
sources of linguistic supply: the current vulgate corresponding to his level of literacy, and a 
private thesaurus. The latter is inextricably a part ofhis subconscious, of his memories, so far 
as they may be verbalized, and of the singular, irreducibly specific ensemble of his somatic 
and psychological identity. Part of the answer as to whether there can be 'private language' 
is that aspects of every language act are unique and individual. They form what linguists call 
an 'idiolect'. Each communicatory gesture has a private residue. The 'personal lexicon' in 
every one of us inevitably qualifies the definitions, connotations, semantic moves current in 
public discourse. The concept of a normal or standard idiom is a statistically-based fiction 
(though it may, as we shall see, have real existence in machine translation). The language of 
a community, however uniform its social contour, is an inexhaustibly multiple aggregate of 
speech-atoms, of finally irreducible personal meanings. . . .Thus a human being performs an 
act of translation, in the full sense of the word, when receiving a speech-message from any 
other human being. (pp. 4748) 

The multiplicity of unique language forms, which makes translation difficult even for the best 
human translators, is an even greater challenge for machine translation. Steiner's remark about 
a "private thesaurus" for each person's idiolect and a "statistically-based fiction" for MT is in- 
triguing. It suggests the possibility of supporting artificial idiolects by compiling a thesaurus 
classified according to the language games the machine is designed to play. 
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4 SEMANTIC REPRESENTATIONS

The hypothesis of a prelinguistic semantic representation is as old as Aristotle:

Spoken words are symbols of experiences (pathemata) in the psyche; written words are
symbols of the spoken. As writing, so is speech not the same for all peoples. But the
experiences themselves, of which these words are primarily signs, are the same for everyone,
and so are the objects of which those experiences are likenesses. (On Interpretation 16a4)

Whether that representation is called experience in the psyche, conceptual structure, language of
thought, or natural logic is less important than its expressive power, its topological structure, and
the kinds of operations that can be performed with it and on it.

Some representations are designed to support Steiner's informal "aggregates of speech
atoms" or "irreducible personal meanings", but others force language into a rigid, logic-based
framework. From his work as a lexicographer, Peirce realized that symbols have different mean-
ings for different people or for the same person on different occasions:

For every symbol is a living thing, in a very strict sense that is no mere figure of speech.
The body of the symbol changes slowly, but the meaning inevitably grows, incorporates new
elements and throws off old ones. (CP 2.222)

But as a mathematician and logician, he also recognized the importance of discipline and fixed
definitions: "Reasoning is essentially thought that is under self-control" (CP 1.606). Yet self-
control is always exercised for a specific purpose. As the purpose changes, the language game
changes, and the symbols acquire new meanings.

Although there is no direct way of observing the internal representations, many of their prop-
erties can be inferred from the features of natural languages and the kinds of reasoning people
express in languages, both natural and artificial. Any adequate theory must directly or indirectly
support the following features:

1. Every natural language has a discrete set of meaningful units (words or morphemes), which
are combined in systematic ways to form longer phrases and sentences.

2. The basic constructions for combining those units express relational patterns with two or
three arguments (e.g., a subject, an optional direct object, and an optional indirect object).
Additional arguments are usually marked by prepositions or postpositions.

3. The logical operators of conjunction, negation, and existence are universally present in all
languages. Other operators (e.g., disjunction, implication, and universal quantification) are
more problematical.

4. Proper names, simple pronouns, and indexicals that point to something in the text or the
environment are universal, but some languages have more complex systems of anaphora
than others.

5. Metalanguage occurs in every natural language, and it appears even in Laura Limber's re-
mark at age three. It supports the introduction of new words, new syntax, and the mapping
from new features to older features and to extralinguistic referents.
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6. Simple metalanguage requires at least one level of nested structure. Most major languages
support multiple levels of nested clauses and phrases, any of which could contain metalevel
comments.

Points #1 and #2 indicate that the semantic representation must support graph-like structures (of
which strings and trees are special cases). With the addition of points #3 and #4, it supports a
subset of first-order logic. Full FOL would require a flexible syntax that can support nested or
embedded constructions, which English and other major languages provide. Points #5 and #6,
combined with a flexible syntax, can support highly expressive logical constructions.

As this summary shows, natural languages can express complex logic, but it does not imply
that complex logic is a prerequisite for language. Infants successfully use language to satisfy
their needs as soon as they begin to utter single words and short phrases. Preschool children
learn and use complex language long before they learn any kind of mathematics or formal logic.
Although all known natural languages have complex syntax, some rare languages, such as Piraha
(Everett 2005), seem to lack the levels of nesting needed to express full FOL. Everett noted that
the Piraha people have no word for all or every or even a logically equivalent paraphrase. That
limitation would make it hard for them to invent mathematics and formal logic. In fact, their
ability to count is limited to the range one, two, many.

An adequate semantic representation must be able to cover the full range of language used by
people in every culture at every stage of life. In modern science, educated adults create and talk
about abstruse systems of logic and mathematics. But the Piraha show that entire societies can
live successfully with at best a rudimentary logic and mathematics. As Peirce observed, logical
reasoning is a disciplined method of thought, not a prerequisite for thought—or the language that
expresses it.

5 A WlTTGENSTEINIAN APPROACH TO LANGUAGE

A semantic approach inspired by Wittgenstein's language games was developed by Margaret
Masterman, one of six students in his course of 1933-1934 whose notes were compiled as The
Blue Book (Wittgenstein 1958). In the late 1950s, Masterman founded the Cambridge Language
Research Unit (CLRU) as a discussion group, which became one of the pioneering centers of
research in computational linguistics. Her collected papers (Masterman 2005) present a com-
putable version with similarities to Cruse's DCM:

• A focus on semantics, not syntax, as the foundation for language: "I want to pick up
the relevant basic-situation-referring habits of a language in preference to its grammar"
(p. 200).

• A context-dependent classification scheme with three kinds of structures: a thesaurus with
multiple groups of words organized by areas of use, a fan radiating from each word type
to each area of the thesaurus in which it occurs, and dynamically generated combinations
of fans for interpreting the word tokens of a text.

• Emphasis on images as a language-independent foundation for meaning with a small num-
ber (about 50 to 100) of combining elements represented by ideographs or monosyllables,
such as IN, UP, MUCH, THING, STUFF, MAN, BEAST, PLANT, DO.
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Recognition that analogy and metaphor are fundamental to the creation of novel uses of 
language, especially in the most advanced areas of science. In electromagnetism, for ex- 
ample, Maxwell's elegant mathematics is the culmination of a lengthy process that began 
with Faraday's vague analogies about lines of force. 

Figure 1 shows a fan for the word bank with links to each area of Roget's i7zesaurus in which the 
word occurs (p. 288). The numbers and labels identify areas in the thesaurus, which, Masterman 
claimed, correspond to "Neo-Wittgensteinian families". 

Figure 1: A word fan for bank 

To illustrate the use of word fans, Masterman analyzed the phrases up the steep bank and 
in the savings bank. All the words except the would have similar fans, and her algorithm would 
"pare down" the ambiguities "by retaining only the spokes that retain ideas which occur in each." 
For this example, it would retain "OBLIQUITY 220 in 'steep' and 'bank'; whereas it retains as 
common between 'savings' and 'bank' both of the two areas STORE 632 and TREASURY 799." 
She went on to discuss methods of handling various exceptions and complications, but all the 
algorithms use only words and families of words that actually occur in English. They never use 
abstract or artificial markers, features, or categories. That approach suggests a plausible cognitive 
theory: From an infant's first words to an adult's level of competence, language learning is a 
continuous process of building and refining the stock of words, families of words grouped by use 
in the same contexts, and patterns of connections among the words and families. 

Wittgenstein's language games and the related proposals by Cruse, Croft, and Masterman 
are more realistic models of natural language than the rigid theories of formal semantics. Yet 
scientists, engineers, and computer programmers routinely produce highly precise language-like 
structures by disciplined extensions of the methods used for ordinary language. Furthermore, 
the level of precision needed to write computer programs can be acquired by school children 
without formal training. A complete theory of language must be able to explain every level 
of competence from the initial vague stages to the most highly disciplined representations and 
reasoning methods of science. Different language games may require attention to different details 
with different granularity, but there is no evidence for a discontinuity in the methods of language 
generation and understanding. 
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6 LANGUAGE GAMES AS A BASIS FOR SEMANTICS 

To handle both formal and informal language, Masterman's approach must be extended with 
links to logic, but in a way that permits arbitrary revisions, changes of perspective, and levels 
of granularity. Figure 2 illustrates the issues in relating logic, models, and the world. At the 
right is a theory expressed in the Peirce-Peano notation for logic. In the middle is a formal 
model shown as a graph in which nodes represent objects and arcs represent relations among 
those objects. With varying degrees of formality, logicians from Aristotle and the medieval 
Scholastics to Bolzano, Peirce, Wittgenstein, and Tarski reached a consensus on how to evaluate 
the denotation of a proposition in terms of a model. But on the left of Figure 2, the mapping of 
models to the world is an approximation that raises the most contentious issues. As the engineer 
and statistician George Box (2005) said, "All models are wrong; some are useful." 

World Model Thmry 

Approximation Denotation 

1 
(Good, Fair, Poor} 

1 
(True, False) 

Figure 2: The world, a model, and a theory 

The approximate mapping of models to the world is the source of the vagueness that must be 
addressed in every theory of epistemology, ontology, phenomenology, and philosophy of science. 
In the Tractatus, Wittgenstein assumed an exact mapping from language to logic to models to 
the world. As he said, 

"The totality of true thoughts is a picture of the world" (3.01). "The picture is a model 
of reality" (2.12). "The proposition is a picture of reality, for I know the state of affairs 
presented by it, if I understand the proposition" (4.021). "Reality is determined by the truth 
or falsity of the proposition; it must therefore be completely described by the proposition" 
(4.023). 

Tarski (1933) was more cautious. He avoided the complexities of natural language and the world 
by limiting his claims to the relationship between a formal language and a model. Carnap, 
Kripke, and Montague extended Tarski's approach to modal logic by assuming a multiplicity of 
models, one of which represents the real world and the others represent possible worlds. Banvise 
and Perry (1983) avoided a giant model of everything by assuming finite chunks of the world 
called situations. Yet as Devlin (1991) observed, nobody could state the criteria for selecting 
significant chunks: "Situations are just that: situations. They are abstract objects introduced so 
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that we can handle issues of context, background, and so on." In short, situations determine 
meaning, but there are no criteria for distinguishing a meaningful situation from an arbitrary 
chunk of space-time. 

In his later philosophy, Wittgenstein shifted the focus from abstract mappings between lan- 
guage and the world to the human activities that give meaning to chunks of the world and the 
language about them. To accommodate language games in a framework that can represent any 
theory about any model for any purpose, Sowa (2000) proposed an infinite lattice of all possible 
theories expressible in a given logic. Each theory would represent the rules or axioms of one 
language game or a family of closely related games. The lattice is a generalization hierarchy, 
in which the most general theory at the top is true for every possible model; the bottom is the 
inconsistent theory that is false for every model. Every theory in between is true for a subset of 
the models of the theories above it and a superset of the models of the theories below it. Figure 3 
shows the four basic operators for navigating the lattice: contraction, expansion, revision, and 
analogy. 

Figure 3: Four operators for navigating the lattice of theories 

The operators of contraction and expansion follow the arcs of the lattice, revision makes 
short hops sideways, and analogy makes long-distance jumps. The first three operators, which 
delete and add axioms, correspond to the AGM operators for theory revision (Alchourr6n et al. 
1985). The analogy operator makes longer jumps through the lattice by systematically relabeling 
the names of types and relations. All methods of nonmonotonic reasoning can be viewed as 
strategies for walking or jumping through the lattice in order to find a theory that is a suitable 
approximation to some aspect of the world for some purpose: 

1. Induction is an expansion strategy for increasing the number of provable statements (theo- 
rems) while reducing the number of assumptions (axioms). 

2. Abduction is another expansion strategy, which often uses analogy to "guess" or hypothe- 
size a likely theory, whose predictions by deduction are tested against further observations. 

3 .  Default logics can be considered shorthand descriptions for families of closely related 
theories. The supremum or most specific common generalization of all theories in a family 
is the classical theory obtained by ignoring all defaults. Other theories in the family are 
obtained by expanding the supremum with one or more of the defaults. 

4 .  Negation by failure is a variant of default logic. The supremum is a theory defined by the 
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conjunction of a given set of axioms. Each failure to prove some proposition p expands 
the current theory with the negation -p. 

5. Reasoning methods that use certainty factors or fuzzy values can be viewed as variants of 
a default logic in which each proposition has a metalevel measure of its approximation to 
some aspect of the world. The result of fuzzy reasoning is a theory whose propositions 
exceed some minimum level of approximation. 

These reasoning methods have a common goal: the discovery or construction of an appropriate 
theory somewhere in the lattice. Combinations of various methods may be applied iteratively to 
derive theories whose models are better and better approximations to the world. 

Figure 4 illustrates a word fan that maps the words of a language to concept types to canon- 
ical graphs and to a lattice of theories. The fan on the left of Figure 4 links each word to an 
open-ended list of concept types, each of which corresponds to some area of a thesaurus, as in 
Masterman's system. The word bank, for example, could be linked to types with labels such as 
Bank799 or Bank-Treasury. 

word 

Figure 4: Words t types t canonical graphs t lattice of theories 

In various language games, those types could be further specialized in subtypes, which would 
correspond to Cruse's microsenses. When precision is necessary, the lattice enables any theory 
to be specialized, revised, or refined in order to tighten the constraints or add any amount of 
detail. In a formal logic, vagueness is not possible, but vagueness in natural language can be 
represented in two ways: first, the types and theories at the upper levels of the lattice may be 
underspecified to include a broad range of more specialized language games at lower levels; 
second, some canonical graphs may lead to more than one theory, and further information may 
be needed to determine which one is intended. 

For this article, canonical graphs are represented by conceptual graphs (CGs), a formally 
defined version of logic that uses the model-theoretic foundation of Common Logic (ISOAEC 
2006). Equivalent operations may be performed with other notations, but graphs support highly 
structured operations that are computationally more efficient and cognitively more realistic than 
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the rules of inference of predicate calculus (Sowa and Majumdar 2003). Figure 5 illustrates three 
canonical graphs for the types Give, Easy, and Eager. 

Figure 5: Canonical graphs for the types Give, Easy, and Eager 

A canonical graph for a type is a conceptual graph that specifies one of the patterns characteristic 
of that type. On the left, the canonical graph for Give represents the same constraints as a 
typical case frame for a verb. It states that the agent (Agnt) must be Animate, the recipient 
(Rcpt ) must be Animate, and the object (Ob j ) may be any Entity. The canonical graphs 
for Easy and Eager, however, illustrate the advantage of graphs over frames: a graph permits 
cycles, and the arcs can distinguish the directionality of the relations. Consider the following two 
sentences: 

Bob is easy to please. Bob is eager to please. 

For both sentences, the concept [Person: Bob] would be linked via the attribute relation 
(Attr) to the concept [Easy] or [Eager] , and the act [Please] would be linked via the 

manner relation (Manr) to the same concept. But the canonical graph for Easy would make 
Bob the object of Please, and the graph for Eager would make Bob the agent. The first 
sentence below is acceptable because the object may be any entity, but the constraint that the 
agent of an act must be animate would make the second unacceptable: 

The book is easy to read. * The book is eager to read. 

Chomsky (1965) used the easyleager example to argue for different syntactic transformations 
associated with the two adjectives. But the canonical graphs state semantic constraints that cover 
a wider range of linguistic phenomena with simpler syntactic rules. A child learning a first lan- 
guage or an adult reading a foreign language can use semantic constraints to interpret sentences 
with unknown or even ungrammatical syntax. Under Chomsky's hypothesis that syntax is a 
prerequisite for semantics, such learning is inexplicable. 

Canonical graphs with a few concept nodes are adequate to discriminate the general senses of 
most words, but the canonical graphs for detailed microsenses can become much more complex. 
The microsenses for the adjective easy occur in very different patterns for a book that is easy 
to read, a person that is easy to please, or a car that is easy to drive. For the verb give, a large 
dictionary lists dozens of senses, and the number of microsenses is enormous. The prototypical 
act of giving is to hand something to someone, but a large object can be given just by pointing 
to it and saying "It's yours." When the gift is an action, as in giving a kiss, a kick, or a bath, 
the canonical graph used to parse the sentence has a few more nodes. But the graphs required to 
understand the implications of each type of action are far more complex, and they are related to 
the graphs for taking a bath or stealing a kiss. 
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The canonical graph for buy typically has two acts of giving: money from the buyer to the 
seller, and goods from the seller to the buyer. But the graphs for specialized microsenses may 
have far more detail about the buyers, the sellers, the goods sold, and other people, places, and 
things involved. Buying a computer, for example, can be done by clicking some boxes on a 
screen and typing the billing and shipping information. That process may trigger a series of 
international transactions, which can be viewed by going to the UPS web site to check when the 
computer was airmailed from Hong Kong and delivered to New York. In talking or reasoning 
about a successful purchase, most of the detail can be ignored, but it may become important if 
something goes wrong. 

7 LANGUAGE, LOGIC, AND LEBENSFORM 

The role of logic in natural language semantics is a controversial issue. Although Montague 
rejected Chomsky's emphasis on syntax, he adopted Chomsky's distinction between competence 
and performance, but with semantics at the focus. Instead of an idealized syntax that character- 
izes the ultimate human competence, Montague (1970) assumed "a theory of truth, of a formal 
language that I believe may be reasonably regarded as a fragment of ordinary English." But a 
cognitively realistic theory must also address the question of how that competence is acquired. 
At age three, Laura Limber correctly used the words can and could to contrast her own linguistic 
abilities at different points in time. Presumably that implies a competence for conceiving differ- 
ent contexts, comparing what is possible in each, and expressing her conclusions in English. Yet 
it seems unlikely that a three-year-old child would have the full logical machinery of Montague's 
possible worlds. 

Linguists and logicians working in Montague's tradition have refined, extended, and re- 
stricted his logic in various ways. Fox and Lappin (2005), for example, developed Property 
Theory with Cuny Typing (PTCT) as "a first-order representation language that provides fine- 
grained intensionality, limited expressive power, and a richly expressive type system." Any such 
proposal for an ideal formal logic raises some serious issues: 

1. Is that formal logic innate? Or does a child learn it in successive stages? As Laura's speech 
indicates, the semantics for some version of metalanguage and modal logic is acquired very 
early. But how expressive are those early stages, and how are they learned? 

2. Languages such as PirahZ show that an entire community can live successhlly without 
having any native speaker who has achieved the logical sophistication assumed by systems 
such as Montague's or PTCT. Does that imply that different languages have different kinds 
of semantic competence? Or that some do not reach the ultimate level of human compe- 
tence? Or that semantics can be revised and extended indefinitely with no fixed limit? 

3. Scientists often invent radically new theories whose mathematical foundations are quite 
different from any version of formal semantics. When two mathematicians talk about their 
theories on the telephone, they use the linguistic forms of their native language without the 
aid of other notations. Does that imply that the formal logic that characterizes their speech 
must incorporate the semantics of the mathematics they conceived? Does there exist any 
fixed logic that can characterize everything that is humanly conceivable? Or does Godel's 
undecidability theorem rule out that possibility? 
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4. Did human semantic competence evolve from a more primitive stage around the time of 
Homo habilis, about two million years ago? Or did it spring full-blown into the psyche of 
Adam and Eve, perhaps 60 thousand years ago? If it did not evolve, why did the human 
vocal tract and brain size take a few million years to attain their current forms? If it did 
evolve, what kinds of intermediate stages could there be? 

In the Tractatus, Wittgenstein proposed a first-order semantic theory that was far more restricted 
than Montague's or PTCT. It could not characterize the speech of Laura Limber or his pupils 
in the Austrian village. In the Philosophical Investigations, he said that "to imagine a language 
(eine Sprache vorstellen) is to imagine a form of life (Lebensform)" (519). Every form of life 
determines one or more language games, which impose requirements on the expressive power of 
the associated logic. The various forms of life would include the activities of hunting and gath- 
ering by the PirahL or the so-called "civilized" activities of shopping in a supermarket, report- 
ing a medical diagnosis, and directing traffic around a construction site. Each activity involves 
constraints imposed by the culture and the environment, which determine the vocabulary, the 
semantic patterns, and the conventional moves in the corresponding language game. 

These considerations suggest that the goal of a fixed formal semantics for all of language is 
as unrealistic as Hilbert's goal of a fixed foundation for all of mathematics. For many language 
games, the semantics could be logically simpler than anything required for a general theory of 
everything. But when new circumstances require changes in the old games or the invention of 
a totally new game, more complex logical features may be required. The quoted sentence by 
Laura, which is considerably more complex than most of her utterances at that age, illustrates an 
important principle: even though most sentences express a rather simple logic, the logical and 
syntactic complexity increases when someone compares different language games, suggests an 
innovation in an old game, or proposes a totally new one. 

The questions of how language and logic are learned are fundamental to understanding the 
role of logic in semantics. Frege and Russell, for example, adopted the universal quantifier, 
negation, and material implication as their three primitives. But those three operators are among 
the most problematical-logically, linguistically, computationally, and pedagogically. Following 
is a brief summary of the issues: 

Existential-conjunctive logic. Conjunction and the existential quantifier are the two op- 
erators that are central to all uses of language. They are the only two that are necessary for 
observation statements, they are the two most frequently occurring operators in translations 
from language to logic, and they are needed to represent a child's earliest utterances. 

Negation. Words for negation also occur very early in a child's speech, but they raise 
an enormous number of questions. What aspects of the utterance or the environment do 
they negate? And do they represent the denial, rejection, absence, or prohibition of those 
aspects? Many languages use different words or syntax to distinguish different varieties of 
negation, which must be related to one another. 

Other logical operators. Conjunction, negation, and the existential quantifier are suffi- 
cient to define all the other operators of first-order logic, but all the problems of negation 
are inherited by every operator defined in terms of it. Words for many of those operators 
occur in most natural languages, but they are not the first to be learned, and their semantics 
is rarely identical to the usual definitions in classical FOL. 
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Commands, statements, and questions. Imperatives, such as crying for food or attention, 
precede language, and many of an infant's earliest utterances are refinements of those cries. 
Without imperatives and interrogatives, declaratives can only paint a static picture of the 
world. Commands and questions animate that picture and integrate it with the activities 
that give it meaning. 

Speech acts. Peirce, Wittgenstein, Austin, and others studied the use of language, the 
purpose or intention of any particular statement, and its role in relation to the speaker, 
listener, discourse, environment, and accompanying activity. Without considering the use, 
it is impossible for anyone to understand an infant's utterances and often misleading to try 
to understand an adult's. 

Context. Most versions of logic are deliberately designed to have a context-free syntax, 
but almost all aspects of natural language are context sensitive. Although the word con- 
text has multiple senses, just the basic definition as a chunk of text is sufficient to raise 
the questions: How are the contents of one chunk of text related to other chunks, to the 
environment, to the participants in the discourse, and to the goals of the participants? 

Metalanguage. From infancy, children are surrounded by language about language, 
which they imitate successfully by their third year: praise, blame, corrections, prompts, 
explanations, definitions, and examples of how language maps to things, activities, and 
people, including themselves. All the tenses and modalities of verbs are metalinguistic 
commentary, which can be defined by language about language or logic about logic (Sowa 
2003). 

Propositions. Some metalanguage is about syntax and vocabulary, but much of it is about 
language-independent propositions. Many logicians avoid the notion of proposition by 
talking only about sentences, but that approach ignores the fact that people find it easier 
to remember what was said than to remember how it was said. Other logicians identify a 
proposition with the set of possible worlds in which it is true, but that definition is much 
too coarse grained. It cannot distinguish 2 + 2 4  from Fermat's last theorem. 

Fuzziness. Hedges and "fuzzy" qualifiers such as almost or nearly have spawned a variety 
of fuzzy or multivalued logics with a range of truth values or certainty factors between 1 
for true and 0 for false. But many logicians have pointed out the problems with interpreting 
those numbers as tmth values. A more nuanced approach should observe the distinction 
in Figure 2: truth values are metalevel commentaly about the mapping of a sentence to a 
model; fuzzy values estimate the adequacy of the model as an approximation to the world 
for the purpose of a given language game. 

Conventional model theory, by itself, is insufficient to accommodate all these aspects of language 
in a cognitively realistic formalism. Although Wittgenstein contributed to that paradigm, he 
recognized its limitations and proposed language games as an alternative. The challenge is to 
formalize language games and integrate them with related research in cognitive science. 

Some promising techniques published decades ago were ignored because they did not fit the 
popular paradigms. Among them are the surface models by Hintikka (1973). Like situations, 
surface models are finite. But unlike situations, which are considered chunks of the world, sur- 
face models are constructed as approximations to the world, as in Figure 2. Instead of trying 
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to define criteria for meaningful situations, Hintikka proposed a method for constructing surface 
models that represent the individuals and relations explicitly mentioned in the discourse. In that 
same book, Dunn (1973) published an alternative semantics for modal logics based on sets of 
laws and facts. Each possible world w is replaced by a pair of sets (M,L), in which M consists 
of all facts that are true in w and L consists of the laws of w-the subset of facts that are nec- 
essarily true. Dunn showed that this construction is isomorphic to Kripke semantics, it avoids 
the dubious ontology of possible worlds, and it treats accessibility as a derived relation instead 
of a primitive. Sowa (2003) showed that Dunn's semantics simplifies the computational and the 
theoretical methods by treating multimodal reasoning as metalevel reasoning about the choice 
of laws. These techniques can be combined with the lattice of theories to formalize language 
games: 

For each type of language game g, define a set L of propositions as the laws, rules, or 
axioms of a theory that characterizes any game of type g. 

During the play of a game of type g, construct a surface model that is derived from the 
facts that are consistent with L and known or assumed to be true as a result of statements 
during the play. 

Specialized theories at lower levels of the lattice represent the axioms of possible games, 
and generalizations higher in the lattice represent the axioms common to a family of games. 

Since any game may be associated with extralinguistic activity, some observable facts 
about individuals, states, and events may be incorporated in the surface model without 
being explicitly mentioned in language. 

Any fact that is inconsistent with the current game triggers theory revision operations that 
move through the lattice to find a theory of a related game consistent with that fact. 

This approach retains the power and precision of formal methods within a dynamically exten- 
sible or negotiable framework. The construction of a surface model need not be monotonically 
increasing, since various statements, observations, and objections may trigger revisions-ither 
to the surface model or to the laws of the language game that governs its construction. The result 
of a successful dialog or negotiation is a surface model that is consistent with the axioms of some 
theory in the lattice and the facts agreed or observed during the discourse. But not all discourse 
reaches a settled conclusion. Some participants may refuse to accept some statements about the 
laws and facts, or they may take action to change them. 

The most promising and most neglected work is Peirce's research on semiotics and its rela- 
tionships to both logic and language (Sowa 2006). Many aspects that Peirce discovered, antici- 
pated, or developed in detail are usually associated with other philosophers and logicians: 

Tarski: model theory and metalanguage. 

Davidson: event semantics. 

Austin: speech acts. 

Grice: conversational implicatures. 

Perry: the essential indexical. 
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• Kamp: nested contexts for discourse representation structures.

• Carnap, Kripke, Montague: possible worlds.

Some of the more recent developments have gone into much greater detail than Peirce had.
But Peirce demonstrated that these and other aspects of language are part of a unified vision.
Furthermore, Peirce's "left-handed brain", as he called it, often put old ideas in surprisingly new
perspectives.

As an example, Peirce observed that a proposition corresponds to "an entire collection of
equivalent propositions with their partial interpretants" (CP 5.569). To formalize that insight, a
proposition may be defined as an equivalence class of sentences in some language L under some
meaning-preserving translation (MPT) defined over the sentences of L. An MPT is then defined
as any function/ over sentences of L that satisfies four constraints: invertible, truth preserving,
vocabulary preserving, and structure preserving. If/ satisfies only the first two constraints, the
equivalence classes are much too big: each would consist of all sentences that are true in a given
set of possible worlds. Furthermore, that function is not efficiently computable because proving
that 2+2=4 is in the same equivalence class as Fermat's last theorem took three centuries of
research by the best mathematicians in the world.

If the constraints on vocabulary and structure are too strong, the MPT/becomes the identity
function, which is trivially computable, but it leaves only one sentence type in each class. By
imposing reasonable constraints on vocabulary and structure, Sowa (2000) defined several MPTs
that are cognitively realistic and computable in polynomial or even linear time. These functions
can be specified in just a few lines, the translations can be learned in pedagogically simple steps,
and the method is sufficiently flexible to allow different options of MPTs for different language
games. By contrast, the proposal of Curry typing (Fox and Lappin 2005) is a fixed, rigid system
that takes 40 pages to specify and makes no provision for learnability.

In summary, language games can be formalized in an open-ended framework that can accom-
modate any use of language for any purpose. At one extreme are the versions of mathematics
and logic with specialized ontologies designed for science and engineering. At the other extreme
are the vague ideas and insights whose consequences are not well understood. In between are
the discussions, negotiations, compromises, and analyses that are necessary to translate a vague
idea to a precise plan or to revise the plan as circumstances change. To adopt this approach re-
quires a major paradigm shift in formal semantics. It does not reject logic, but it applies logic
to a broader range of problems with a greater sensitivity to the way language is actually used by
people at every stage of life.
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1 INTRODUCTION

Semantics and game theory offer modern approaches to very old problems.1 David Lewis
introduced game theoretic concepts into the study of language in his examination of conventions.2

In this chapter we study the language of a specific sort of conventions: statistical estimators.
Such estimators have the important property of being both well-defined mathematical objects and
devices that form the basis of factual claims asserted and, perhaps, believed by rational agents.3

The convention we analyze allows econometric reporting to proceed on the basis of trust.4 In

, pp. v-vi): "Semantical concepts, especially the concept of truth, have been discussed by philoso-
phers since ancient times. But a systematic development with the help of the exact instruments of modern logic has
been undertaken only in recent years. ... On the basis of these preliminary analyses, Alfred Tarski (who is now in
this country) laid the foundation of a systematical construction." Tarski's work is central to that of Carnap (1942, p.
vi) and Quine (1940, p. 4), among others. Luschei (1962) is a full-length attempt that uses manuscript and memory
to recover the contributions of Stanislaw Lesniewski.

2Barwise & Moss (1996, p. 4): "The philosopher David Lewis uncovered a deep source of circularity in human
affairs, described in his famous study of convention (Lewis, 1969). All social institutions, from language to laws to
customs about which side of the sidewalk to use, are based on conventions shared by the community in question.
But what does it mean for a society to share a convention? Certainly, part of what it means is that those who accept
some convention, say, C, behave in a given away. But Lewis also argues that another important part of what makes
C a convention is that those who accept C also accept that C is a shared convention."

3Lewis (1969, p. 204): "One kind of semantics analyzes truth, analyticity, and the rest in relation to possible
interpreted languages, in abstraction from any users thereof. This is the kind of semantics done by Frege, Tarski,
and (most of the time) Carnap. ... The other kind of semantics analyzes truth, analyticity, and the rest, in relation
to an agent or a population of agents. This is the kind of semantics done by the later Wittgenstein, Grice, Skinner,
Quine, Morris, Ziff, and (sometimes) Carnap."

4Dewald et al. (1986) first publicly demonstrated how hard it was, even for journal editors, to obtain the data
used to obtain published estimates. Without the data it is difficult to reproduce the published results. Are publishing
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contrast with Lewis, we shall demonstrate that such a convention is conducive to conflict rather
than co-ordination.

Long before game theory and semantics, indeed, long before economics itself, exchange con-
ducted by means of money was linked to language. In the Republic (371c) Socrates talks about
"money as a token for the purpose of exchange." Economists have long argued that, for money
to function as a mechanism of exchange, there must be some assurance—carried by institutions
and language—of its quality. Our argument is simple. Supposing money and language are inter-
related the way that philosophers and economists often claim they are interrelated, if we do not
take money solely on the basis of trust, why do we take claims regarding truth on the basis of
trust?

There are two parts of our chapter. First, we review Adam Smith's argument that the evo-
lution of monetary institutions is tied up in the problem of detecting deceitful metal offered in
exchange. Smith points to no such comparable institution by which deceitful policy advocacy
is detected and severely punished.5 Yet his recommendation for caution in the evaluation of
policy advocacy points to the caution that routinely prevailed in monetary matters before public
safeguards evolved to make the metallic content of the medium of exchange transparent and to
preserve its quality. Second, we turn to a different sort of deceit, in the reporting of statistical
evidence. We apply Smith's insights regarding counterfeit money to the case of incentives for
deceit in reporting statistical results. In the production of "truth", there is no evolved institution
that compares to the Mint. We summarize our recent work regarding how another institution—
competing expert witnesses—might deal with deceitful statistical arguments.

We juxtapose these two broad topics, money and truth telling, to emphasize the common
structure they share, that of an institutional framework that relies (rightly or wrongly) on trust
carried by language. It is important to emphasize, in addition, that these are part of our larger
enterprise. Economists model ordinary people as seeking the private good of happiness. Yet we
persist in thinking of ourselves, qua economists, as seeking the public good of truth. And we
have failed to confront the inconsistency in such a modeling procedure (Peart & Levy, 2005).

2 ADAM SMITH ON DECEIT

As economists have only recently re-acquainted themselves with language as an object of
study (Rubinstein, 2000), a passage from Smith's Lectures on Jurisprudence that links money
and language might not come readily to mind:

The offering of a shilling, which to us appears to have so plain and a simple a meaning, is
in reality offering an argument to persuade one to do so and so as it is for his interest. Men
always endeavour to persuade others to be of their opinion even when the matter is of no
consequence to them... (1978, 352)

If offering money is a form of persuasion wrapped up in the semantic notions of meaning and
truth, then what is the semantic counterpart of counterfeiting money?

incentives conducive to truth seeking? This is the subject of the issue of Social Epistemology for which Feigenbaum
& Levy (1993) served as the jumping off point.

5In an age in which torture was routine state policy, the penalties inflicted upon the attacks on the monetary basis
of the state were noticeable for their savagery. An attack on the sovereign's monetary authority was viewed in much
the same light as an attack on the physical body of the sovereign (Kelly, 1981). The juxtaposition of functions of the
United States Secret Service—protecting the President and combating counterfeit currency—is a surviving instance
of such an identification.
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In Chapter 4 of Book 1 of the Wealth ofNations Smith gives a social evolutionary account of 
the economic institution of money.6 He explains how metallic commodities came to be used as 
money. This, however, created a set of problems. First, there is the matter of weight: 

The use of metals in this rude state was attended with two very considerable inconveniencies; 
first with the trouble of weighing; and, secondly, with that of assaying them. In the precious 
metals, where a small difference in the quantity makes a great difference in the value, even 
the business of weighing, with proper exactness, requires at least very accurate weights and 
scales. The weighing of gold in particular is an operation of some nicety. In the coarser 
metals, indeed, where a small error would be of little consequence, less accuracy would, no 
doubt, be necessary. Yet we should find it excessively troublesome, if every time a poor man 
had occasion either to buy or sell a farthing's worth of goods, he was obliged to weigh the 
farthing. (I. iv (17) 

Then there is problem of assaying: 

The operation of assaying is still more difficult, still more tedious, and, unless a part of 
the metal is fairly melted in the crucible, with proper dissolvents, any conclusion that can 
be drawn from it, is extremely uncertain. Before the institution of coined money, however, 
unless they went through this tedious and difficult operation, people must always have been 
liable to the grossest frauds and impositions, and instead of a pound weight of pure silver, 
or pure copper, might receive in exchange for their goods, an adulterated composition of 
the coarsest and cheapest materials, which had, however, in their outward appearance, been 
made to resemble those metals. (I. iv (17) 

For each problem, a set of solutions is offered: 

To prevent such abuses, to facilitate exchanges, and thereby to encourage all sorts of industry 
and commerce, it has been found necessary, in all countries that have made any considerable 
advances towards improvement, to affix a public stamp upon certain quantities of such par- 
ticular metals, as were in those countries commonly made use of to purchase goods. Hence 
the origin of coined money, and of those public offices called mints; institutions exactly of 
the same nature with those of the aulnagers and stampmasters of woollen and linen cloth. All 
of them are equally meant to ascertain, by means of a public stamp, the quantity and uniform 
goodness of those different commodities when brought to market. (I. iv (17) 

Smith then argues that history can be explained as following an evolutionary pathway: 

The first publick stamps of this kind that were affixed to the current metals, seem in many 
cases to have been intended to ascertain, what it was both most difficult and most important 
to ascertain, the goodness or fineness of the metal, and to have resembled the sterling mark 
which is at present affixed to plate and bars of silver, or the Spanish mark which is sometimes 
affixed to ingots of gold, and which being struck only upon one side of the piece, and not 
covering the whole surface, ascertains the fineness, but not the weight of the metal. (I. iv (18) 

The inconveniency and difficulty of weighing those metals with exactness gave occasion to 
the institution of coins, of which the stamp, covering entirely both sides of the piece and 
sometimes the edges too, was supposed to ascertain not only the fineness, but the weight of 
the metal. Such coins, therefore, were received by tale as at present, without the trouble of 
weighing. (I. iv (19) 

6 ~ A .  Hayek's defense of evolved institutions, which develops ideas in David Hume, suggests that all evolved 
conventions are equally useful. This claim, and the response to it, are studied in Peart & Levy (2006). Lewis's 
construction shares Hayek's Humean roots (1969, p. 3), but it does not make such a claim. 
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The passages we omitted above, and those which follow, suggest why it took Smith twenty 
years to complete the Wealth of Nations. He has surely forgotten more about the history of 
coinage than these two readers will ever know. When Smith describes the state policy of debasing 
coinage as a type of fraud, perhaps his readers recalled the proverbial question-who guards the 
guardians? 

The problem of deceit is critical to what might be considered as Smith's public choice view 
of state policy. Needless to say, a policy of state-sponsored monopolies is the systematic target 
of the Wealth of Nations. Smith explains this policy is founded upon preventing deceit. This 
argument appears in the conclusion of Book 1 in which the interests of the different classes of 
society are contrasted. We start with the workers' employers: 

His employers constitute the third order, that of those who live by profit. It is the stock that is 
employed for the sake of profit, which puts into motion the greater part of the useful labour 
of every society. The plans and projects of the employers of stock regulate and direct all the 
most important operations of labour, and profit is the end proposed by all those plans and 
projects. But the rate of profit does not, like rent and wages, rise with the prosperity, and fall 
with the declension of the society. On the contrary, it is naturally low in rich, and high in 
poor countries, and it is always highest in the countries which are going fastest to ruin. The 
interest of this third order, therefore, has not the same connection with the general interest of 
the society as that of the other two. (I. xi (1264) 

Smith appeals to a learning by doing explanation for differential competence: 

Merchants and master manufacturers are, in this order, the two classes of people who com- 
monly employ the largest capitals, and who by their wealth draw to themselves the greatest 
share of the public consideration. As during their whole lives they are engaged in plans and 
projects, they have frequently more acuteness of understanding than the greater part of coun- 
try gentlemen. As their thoughts, however, are commonly exercised rather about the interest 
of their own particular branch of business, than about that of the society, their judgment, even 
when given with the greatest candour (which it has not been upon every occasion) is much 
more to be depended upon with regard to the former of those two objects, than with regard 
to the latter. Their superiority over the country gentleman is, not so much in their knowledge 
of the public interest, as in their having a better knowledge of their own interest than he has 
of his. (I. xi (1264) 

This competence has cash value: 

It is by this superior knowledge of their own interest that they have frequently imposed upon 
his generosity, and persuaded him to give up both his own interest and that of the public, 
from a very simple but honest conviction, that their interest, and not his, was the interest 
of the public. The interest of the dealers, however, in any particular branch of trade or 
manufactures, is always in some respects different from, and even opposite to, that of the 
public. To widen the market and to narrow the competition, is always the interest of the 
dealers. To widen the market may frequently be agreeable enough to the interest of the 
public; but to narrow the competition must always be against it, and can serve only to enable 
the dealers, by raising their profits above what they naturally would be, to levy, for their own 
benefit, an absurd tax upon the rest of their fellowcitizens. (I. xi (1264) 

All of this motivates Smith's advice to his readers. Lacking an institution that serves as the 
rhetorical equivalent of the public mint, each citizen must weigh and assay arguments made by 
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policy makers, just as the quality of metals offered in exchange had been judged in barbarous 
times7 

The proposal of any new law or regulation of commerce which comes from this order, ought 
always to be listened to with great precaution, and ought never to be adopted till after having 
been long and carefully examined, not only with the most scrupulous, but with the most 
suspicious attention. It comes from an order of men, whose interest is never exactly the 
same with that of the public, who have generally an interest to deceive and even to oppress 
the public, and who accordingly have, upon many occasions, both deceived and oppressed 
it. (I. xi 1264) 

The question to which we now turn is whether competition among deceivers is sufficient to 
solve Smith's problem of deceit in the arena of statistical reporting. 

3 WHAT DOES THE ECONOMIST WANT? 

To model a deceitful philosopher, we need to say what he wants.8 We represent this issue 
in terms of our previous work on ethics and estimation (Levy & Peart, 2006). In Figure 1, we 
present competing preferences over estimates where we model the trade-off between bias and 
statistical efficiency. We depart from the textbook treatment of the goals of statistical research 
and allow bias in one direction to be a desired property of an estimate. A researcher may prefer 
to represent the world one way rather than another. The constraint we imagine follows the simple 
mechanics of specification search or data mining, where one makes many estimates and picks a 
favorite (Learner 1983, Denton 1985). In particular, these constraints, the replication set, result 
from computing a number of unbiased estimates and mapping out the frontier combination of 
bias and efficiency (Feigenbaum & Levy, 1996). 

We consider two sorts of preferences--one for a public-spirited statistician and one for some- 
one with both public and private wants. The public-spirited statistician is interested only in sta- 
tistical efficiency, a number without a sign. Either the statistician does not care about the value of 
the parameter to be estimated or, perhaps he does care, but he is unwilling to give up any amount 
of statistical efficiency to get a more pleasing estimate. In Figure 1, this possibility is described 
by indifference curve JJ. For such a statistician the rational estimate is j*. When positive bias 
is a good, however, indifference curves take the shape marked by II. Thus the rational estimate, 
one in which some statistical efficiency is traded away for some gain in bias, is i*. 

The American legal system seems an ideal case to consider such rational choice estimation 
in a competitive context because the motivation for non-transparencies is all-too-obvious. In this 
context, the problem is that contending clients hire expert econometricians to press their case 
before a jury. 

Structural equation estimation is a natural test ground for thinking about how the theorists' 
motivations are affected because the identifying restrictions flow from theoretical insight. It 
is perhaps not a coincidence that structural equation estimation is also fertile ground to study 
deceitful estimation because current conventions do not require the researcher to document the 
consequences of different selections of instrumental variables. 

7~his  interpretation of Smith might save him from the wrath of George Stigler for having failed to apply the 
full-information self-interested model in political discussion (Stigler, 1971). 

'This section is a largely a summary of the work reported in Levy & Peart (2006) in which we employ the 
motivational claim of a sympathetic statistician who is influenced by the wants of a client. 
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Relative Efficiency 

0 

Bias 

Figure 1: Competing rational estimates 

This is the convention which we explore. The regression strategy need not be revealed. We 
need report only the equation system selected from the search. 

Consider a demand and supply system (D & S) of the following s t r~cture :~  

Quantity = f i 1  + f i 2  Price + f i 3  Income + 11 (D) 
Price = a 1  + o(z Quantity + a 3  Cost + a4 Weather + o(s Politics + e (S) 

We suppose that the statistician has preferences over the estimated value of f i2.  A researcher 
is required by convention to report only D, mentioning S casually. Thus, one can choose whether 
to include one, two or three exogenous variables from S. The rational choice estimate is the result 
of computing all possible combinations which identify a system and then picking. As above, we 
suppose the client and the sympathetic expert wants both bias and statistical efficiency. We 
measure the efficiency of estimator i by the minimum mean square error [MSE*] of the estimates 
considered relative to the MSE of estimator i; thus, MSE*/MSEi. 

A simulation is provided to give some idea of the ease with which biased estimates can be 
generated by such a selection procedure. There are several technical details. First, what is the 
distribution of the exogenous variables? If they are omitted not only do they change the error 
distribution but also the degree of over-identification, which changes dramatically the property 
of 2SLS estimates (Phillips, 1983). In the case considered, all exogenous variables are assumed 
to be a standard normal. Thus, omitting an exogenous variable in search of a pleasing outcome 
will not change the normality of the resulting errors. 

'The alphas are all 1; ( 1  is 10; 0 2  is -1; (3 is 3. 
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We consider two types of search. First, there is an unconstrained search for the maximum 
(minimum) value of the estimates of P2. In the Tables below this is called "Max" and "Min." 
Second, there is a search which is constrained by the desire to have at least two exogenous 
variables in the supply curve. These are called "C-Max" and "C-Min." This will suggest how 
much the researcher might be willing to give up in efficiency to get bias. 100,000 experiments 
for N=25, 100,400, 1600 are performed in Shazam 8.0 (White, 1997). 

All of the simultaneous estimates are replicable "two-stage least squares" estimates or "inef- 
ficient two-stage least squares" although only 2SLS and OLS are non-deceitful. The divergence 
between the "rational choice" estimate and the transparent 2SLS estimate can be thought of as 
transparency bias. Such bias persists through the case of N=1600.1° 

While the bias declines in absolute value as N increases, the reduction in bias from increas- 
ing N by a factor of four can be held in check by moving from the C-Max (C-Min) to Max 
(Min). This suggests that the problem of convergence will depend upon how the possible models 
increase as N increases. The simulation considered only exogenous variables which were truly 
included in the structure. We leave the problem of identifying the system by employing random 
numbers for future research. The problem of "pseudo-identification" raises theoretical questions 
that emerged at the dawn of simultaneous equation estimation and seem to have re-appeared in a 
new guise." 

The literature on the economics of expert witnesses has supposed that the jury decision will 
be made on the basis of an average of such biased estimates. This average is what the jury 
believes to be true. The conclusion of Froeb & Kobayashi (1996) for the case of biased experts 
before a jury, is that the average of their estimates will be unbiased.'= And, it will be obvious 

l0Judging from 10,000 experiments the bias persists through N=6400. If the bias were measured in terms of the 
median of the estimates instead of the mean, it too would persist. The experiments were repeated with all exogenous 
variables following a uniform distribution between 0 and 1. Since it is not surprising that the amount of the bias is 
acutely sensitive to the distribution of the omitted exogenous variables, these results are not reported. 

"We have benefitted from a conversation with Arthur Goldbergerabout the concerns of the Cowles Commission 
on pseudo-identification of structural equation estimates and with Adolf Buse on the modem discussion of weak- 
identification. 

121n this, they are followed by Posner who contends that this property of a competitive procedure makes the 
idea of a court-appointed expert witness unwarranted: 'The use of a court-appointed expert is problematic when 
(for example, in the damages phase of the case) the expert witness's bottom line is a number. For then, in the 
case of opposing witnesses, the trier of fact can 'split the difference,' after weighting each witness's estimate by its 
plausibility" (Posner, 1999, p. 1539). 
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from the tables above that, roughly speaking, the policy determined by the average of Min and
Max or by the average of C-Min and C-Max will be unbiased.

However, this policy will have a higher variance than a policy determined by both using 2SLS.
Thus, we create the familiar prisoner's dilemma in statistical context. While it is in the interest
of each statistician considered separately to engage in selective under-reporting of results, it is in
the interest of the statisticians considered as a group not to under-report. This is shown by the
result that the diagonal element is roughly unbiased but the cell where both statisticians engage
in "bias seeking" behavior has lower statistical efficiency than when they restrain themselves.

As an illustration of the point, a simulation of a quarter million replications was conducted
to generate the statistician's dilemma using the case of normal exogenous variables with N=400.
Here bias is computed in terms of deviation from the 2SLS estimate so as to represent the trans-
parency bias. The efficiency is now the mean square error relative to the minimum where bias is
measured in terms of deviation from the mean 2SLS estimate.

Table 2: Econometrician's Dilemma

Normal Exogenous Variables, N=400

250,000 Replications

2SLS

C-Max

Max

2SLS

Bias

0.00

0.02

0.04

Efficiency

1.00

0.88

0.64

C-Min

Bias

-0.02

0.00

0.02

Efficiency

0.81

0.97

0.92

Min

Bias

-0.05

-0.03

-0.01

Efficiency

0.50

0.73

0.86

The optimistic conclusion of Froeb & Kobayashi (1996), followed by Posner (1999), depends
upon their exclusive focus on the problem of bias. But if variance is also an issue, because one
worries about the efficiency of the process, then their optimism about the unrestricted competitive
process of expert witness seems more complicated than they suggest. A rule which constrains
experts to report only 2SLS results would have a smaller variance than the competitive process
modeled above.

4 CONCLUSION

Even under the idealized conditions described above, competition generates the obvious
problem of a prisoners' dilemma. This results from a convention which, contrary to those
modeled in Lewis (1969), forms the basis of conflict rather than co-ordination. The result sug-
gests that it should be possible to propose a pareto superior convention. We offer one such, a
computationally-intensive version of final-offer arbitration, in Levy & Peart (2006).

For the larger project at hand, game theory and semantics, we have presented a tiny model
of an enormous problem. How does the ordinary person deal with advice, carried in language
and reporting conventions, from motivated experts? Warts and all, competition provides one
answer. Yet the harder problems emerge when the incentives of experts are so asymmetric that
there is no viable competition at a level of statistical detail. Our study of the eugenic episode
in statistics and economics (Peart & Levy, 2005) finds very little competitive opposition to this
ghastly "scientific" development.
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One promising approach to deal with the rational choice of statistical deceit comes out of
biomedical research, in which clinical trials are quite literally matters of life and death (Berger
et al., 2006). The authors suggest that experts, who are sympathetic to patients being victimized
by the advice flowing from ill-designed clinical statistical procedures, might follow the thought
experiment of John Rawls. So, medical experts would imagine themselves behind a veil of
ignorance in which their private rational choice considerations are set aside.

In the context of the research design, the "veil of ignorance" idea would require that re-
searchers agree to construe as optimal only those design methods that all research would
willingly assent antecedentially (i.e., before they had looked at a particular set of data.)
(Berger et al., 2006)

Our suggestion of statistical arbitration might be one method that passes the deep test pro-
posed by Rawls. If an expert will not pre-commit to a procedure, his clients might well have a
good reason to ask why not.
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Chapter 4

FROM SIGNALS TO SYMBOLS: GROUNDING LANGUAGE ORIGINS
IN COMMUNICATION GAMES

F

Angel Alonso-Cortes
Universidad Complutense de Madrid

This chapter brings together the fields of economics and linguistics on the topic of the origins of
language. It concerns properties of human language, particularly how linguistic signs or sym-
bols have inherited design features present in linguistic communication. I will show how some
features of language can be adequately understood as a result of coordination games. I will ar-
gue that modern language originated as a consequence of trade relationships and the division of
labour involved by early humans around 40,000 years ago. As an economic activity, both trade
(or exchange) relationships and the division of labour call for coordination. The outcome is that
games and economic behaviour have a significant causal relationship to general properties of the
linguistic symbol.

1 ADAM SMITH'S DOG

Language and economics have been related since at least Adam Smith's reflections on the
origin of the division of labour. Smith attributes the division of labour to language and to the
faculty of reason. In his Wealth of Nations of 1776 Smith writes:

The division of labour, from which so many advantages are derived, is not originally the
effect of any human wisdom.... [I]t is the necessary consequence of a certain propensity in
human nature: the propensity to truck, barter, and exchange one thing for another... This
propensity... seems to be the necessary consequence of the faculties of reason and speech.
(Smith, 1776, p. 25)

Smith goes on to assert that this propensity is unique to man, thus writing these famous words:

No body ever saw a dog make a fair and deliberate exchange of one bone for another with
another dog. (Smith, 1776, p. 26)

According to Smith, the division of labour, the exchange of goods and language could all be
causally related. The division of labour produces a diversity of goods that could be exchanged.

49
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The exchange of goods creates the necessity of a contract, and contracts require concerted or co- 
ordinated actions among the contracting individuals. In coordinated actions, agents are involved 
in communication games, whereby they convey the information required for the exchange. A 
symbolic and complex language then subserves the communication of information. 

Modem linguistics has also adopted a view that appeals to economics and even political 
theory and political philosophy. Let me mention Ferdinand de Saussure, who in his Cours de 
Linguistique Ginirale of 1916 asserted that the linguistic signs, or "la langue", had originated 
in a social contract: "There is a language", Saussure states,' "only in virtue of a kind of social 
contract handed on among members of a community." Moreover, the Swiss linguist was the 
first to establish that language was comprised of interrelated signs that form a system. The 
Saussurean sign is a one-to-one mapping from meaning to sound that is lodged in the brains of 
at least two speakers. All individuals bound by language, Saussure avows, reproduce the same 
sounds2 mapped onto the same concepts. The origin of this social crystallization, he goes on to 
explain, lies in the fact that the meaning-soundmapping is the same for all the individuals sharing 
a language, because there is a coordination faculty that makes such coordination possible. 

Some years later, in 1933, the American linguist Leonard Bloomfield, in his Language, a 
work resting on Saussure, emphasised that language is a coordination problem between sound 
and meaning, and that this coordination "makes it possible for man to interact with great preci- 
sion" (Bloomfield, 1933, 52.2.). He bolstered Smith's speculation on the relatedness of language 
to the division of labour, when he asserted that language always accompanies every human ac- 
tion. Bloomfield argues that: 

In the ideal case, within a group of people who speak to each other, each person has as its 
disposal the strength and skill of every person in the group. The more these persons differ 
as to special skills, the wider a range of power does each one person control. The division 
of labor, and with it, the whole working of human society, is due to language. (Bloomfield, 
1933, 32.3, p. 24) 

Bloomfield's approach to the function of language calls to mind Smith's speculation on lan- 
guage and the division of labour. As economist Karl Wameryd remarked, there is no logical 
reason to expect that language is what makes possible the exchange.3 For one thing, the di- 
vision of labour-although not as in humans-occurs in animals without a complex language - - 

such as ants, wasps, bee; and wolf packs.4 Specialisation in social insects is so Hurprising that 
Dawkins (1989, p. 180) asserts that these insects discovered-before man!-that cultivation of 
food is more efficient than hunting-gathering.5 Therefore, it is difficult to attribute to the faculty 

'E de Saussure, Cours, Intro. 111, $2: "[La langue] n'existe qu'en vertu d'un sorte de conkat passi enke les 
memhres de la communauti." 

'Strictly speakmg, it is a mental representation of the articulated sounds what is mapped into a concept or 
meaning. Both sound and meaning have a mental reality. 

3Wheryd (1995) tackles the relationship between exchange and language in a different but insightful way. 
4Smith's omission of the social features of insects was noticed by Houthakker (1956). Recently, zoologist L. 

David Mech has added more evidence on the division of labour in wolf packs: "The typical wolf pack, then, should 
be viewed as a family with adult parents guiding the activities of the group and sharing group leadership in a 
division-of-labor system in which the female predominates primarily in such activities as pup care and defense and 
the male primarily during foraging and food provisioning and travels associated with them" (Mech, 1999). 

'Slavery, warfare, and robbery can he found among social insects as well as in humans. See Hamilton (1995, 
p. 216). 
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of language the main motivation that led to the division of l a b ~ u r . ~  
As the division of labour may occur without language, it would behove us to look back to 

trade, or to the deliberate exchange of goods as a reasonable hypothesis to explain how language 
originated and acquired its properties. 

In a recent paper, Horan et al. (2005) developed a mathematical model ("Shogren's model") 
to explain why Neanderthal man went extinct while coexisting with Homo sapiens. The title of 
their paper is fairly suggestive to my own present purpose: "How trade7 saved humanity from 
biological exclusion.. ." They explore two hypotheses: biological exclusion and behavioural 
exclusion. 

Biological exclusion predicts that the Neanderthal extinction would have been slower than it 
actually was. Also, if Neanderthals were biologically more efficient, Shogren's model predicts, 
contrary to fact, that humans would not have coexisted with Neanderthals. 

The reason why humans survived, although they were biologically inferior to Neanderthals, 
is better explained by the behavioural exclusion theory. Behavioural exclusion theory proposes 
that humans survived due to the division of labour and specialisation, which Neanderthals lacked. 
The most plausible scenario envisaged by Shogren's model is one in which there is a complete di- 
vision of labour within two groups of humans: skilled hunters that harvested meat and unskilled 
hunters who produced other goods. Incidentally, these two groups of humans were already envi- 
sioned by Smith in the Wealth ofNation~.~ 

Even with a modicum of trade in Neanderthals, humans overcame them. Their model proves 
that humans survived because of the availability of meat consumption was greater due to the 
division of labour. Horan et al. (2005, p. 21) conclude that "A crucial issue remains unresolved: 
it is an open question why the early humans first realized the competitive edge from trade. Some 
attribute the edge to differences in cognition or language abilities or both, but the jury is still 
out." 

The issue may be elucidated by looking into Neanderthal language. As there is no evidence 
that Neanderthals had a complex language unlike there is of early  human^,^ the hypothesis that 
the competitive edge could be realised by developing abstract symbols becomes compelling. 
The conclusion that language and trade co-existed seems inescapable. It seems reasonable that 
all cognitive capacities involved in trade (such as the designing of tools for manufacturing ex- 
changeable goods, the exchange value of goods, and the ability to make decisions on goods) 
should be observable in language. 

The next step involves determining which came first, language or trade? Although no definite 
answer can be given, some logical priority goes to trade. Three arguments may be adduced. First, 

6Also, L. von Mises asserted that the division of labour makes man distinct from animals: "It is the division of 
labor that has made feeble man, far inferior to most animals in physical strength, the lord of eartb and the creator 
of the marvels of technology" (van Mises, 2005, p. 18). Notwithstanding the core role of the division of labour, 
neoclassical and modem economists have observed that Smith's theory would lead to an organisation of the market 
dominated bv increasing returns. which is not borne out: see Buchanan (1999). - \ ,  

7Trade means in Shogren's model "exchange", be it voluntary or involuntary (centralised or dictatorial). 
'"In atribe of hunters or shepherds a particular person makes bows and arrows, for example, with more readiness 

and dexterity than any other. He frequently exchanges them for cattle or for venison with his companions; and he 
finds at last that he can in this manner get more cattle and venison, than if he himself went to the field to catch them" 
(Smith 1776, I.ii.3). 

 here has been a hot debate on the issue of Neanderthal language, which was settled by Lieberman (1984) 
and Mithen (2006, p. 221), who both argue that Neanderthals at most had an inferior linguistic capacity than Homo 
sapiens. It should be emphasised that no real evidence for a Neanderthal language has been offered. 
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language is a necessary condition neither for the division of labour nor for trade. In the Shogren- 
Smith model, it is meat consumption and a previous division among members of the tribe (skilled 
versus unskilled individuals) that triggered the division of labour. According to Shogren, the 
assumption that early humans were more skilled hunters than Neanderthals, allowed them to 
produce meat enough to exchange for goods produced by unskilled hunters. 

Second, as language basically involves coordination problems just as trade and the division 
of labour do, it is plausible to assume that language depends on trade and the division of labour as 
well as on the more complex social relations added by trade. The ground for this dependency lies 
in the fact that the division of labour leads to coordination between (at least) two individuals thus 
incurring external coordination costs (Houthakker, 1956). Then language could have evolved in 
order to set off such costs. 

The third argument is that some games can be played (or pre-played) using communication 
and cheap talk, which does not add more or less value to payoffs. 

So trade may occur without language, but language must be motivated in the sense that a 
speaker S sends a message p to a receiver R with a particular intention. 

The scenario set up by trading can boost a symbolic communication system as rich as modem 
human language. Wameryd (1995) addresses the role of language in economic activities remind- 
ing that neoclassical economists start from the premise that exchange follows from well-defined 
preferences of individuals with a basket of consumption goods. When preferences (or payoffs) 
are in equilibrium, however, it may occur that some equilibria are more efficient and stable than 
others. Communication selects the more efficient equilibrium if it is costless. Exchange, then, 
triggers or motivates language, not the other way around. Consequently, if animals do not have 
full symbolic communication it is because they do not exchange goods, which in turn motivates 
the existence of a language.'' Smith's dog has not evolved language because that would require 
exchange and coordination. As he has nothing to coordinate, he needs no language. The dog is 
tied to its costly signals. 

I will conclude, then, that trade is a robust candidate for the origins of a modem symbolic 
language. 

2 GAMES AND SYMBOLS 

Next, I will take up a subset of Hockett's design features and show how they fit into the 
coordination game framework. We should bear in mind the main difference between traditional 
game theory and coordination game theory: the former deals with winning strategies, solution 
concepts and equilibria, and the latter with players' common-interest strategies and multiple 
equilibria. Consequently, players in common-interest games use cognitive strategies such as 
imitation, analogy, reasoning, guessing, imagination and common knowledge. 

Design features are properties that characterise language as a communication system to com- 
pare language and signals of other nonhuman communication systems. For the moment, I ignore 
animal signals and focus on linguistic symbols originated in the coordination game of trade and 
the division of labour. 

I deal with the following design features proposed by Hockett (1960):" duality, semanticity, 

'O~amilton (1995, p. 342) makes a case for the idea that tools and language confer benefits to a cooperative 
hunter. 

"Some of these features were previously studied by Saussure, Bloomfield and Martinet, but are usually known 
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parity, specialisation, prevarication, cultural transmission, and displacement of reference.
Let us look at each of these features to see how they might be construed as games.

2.1 DUALITY

Def.: In Saussure (Cours, I.I. §1), duality is defined as follows: "The linguistic sign [i.e., sym-
bol] is a mental entity with two faces: a concept [meaning] and an acoustic image [sound].
These two elements are tightly joined and one demands the other [bidirectional mapping]."
Idem I.I. §2: "The tie [the mapping] joining meaning and sound is arbitrary."

The first conundrum that the Saussurean sign poses is a coordination problem. In order
to communicate, the agents or the speakers of a community must make the same associations
between sound and meaning. Such coordination is solved by means of a coordination game
between meaning and sound.12 It must be noticed that Saussure (Cours, Intro III. §2) put forth
that speakers in a population P must be endowed with "receptive and coordinating faculties"
to attain the same one-to-one mapping. Therefore, meaning and sound must be coordinated in
a communicating population P of senders and receivers because both meaning and sound are
unattached to each other. Meaning of a sign Si could, a priori, be attached to any other string
of sounds <rn and vice versa. This coordination problem can thus be formulated in the following
way: how do the sender and the receiver of a message assign the same bidirectional mapping
from meaning into sound and from sound into meaning?

As all members of the population P want to use the same signs to communicate, they all
share a common interest and therefore must coordinate their choice. This is, in essence, a coor-
dination game in the sense of Schelling (1980, pp. 83-118). More specifically, he characterises
a coordination game as follows:

1. Players' preferences are identical, and so there is no conflict of interest.

2. Each player's best choice depends on the action he expects the other to take, which in turn
depends on the other's expectations of his own. In other words, the game is based upon the
players' mutual expectations.

3. The players' goal is to share some common-interest activity by means of a cognitive pro-
cess (such as imagination, poetry and humour). In the case of language, players want to
use the same signs to communicate with each other.

Let us look at Table 1. One player chooses a Row and other player chooses a Column. Row
and Column represent tacit processes determining the payoffs. Since unlike in zero-sum games
the players' goal is not to win but to share some common interest by tacitly searching through
cognitive processes, payoffs only represent the degree of coordination attained by the players.13

So the payoff matrix for a coordination game is different from zero-sum games and nonzero-
sum games. If players combine (Ri, Ci) they are better off than combining (Ri, C2) and better

as Hockett's design features.
12Wittgenstein's language games may be construed as coordination games. See Wittgenstein (1953, §§2, 8, 21,

48-51).
13 Such processes may equal the usual strategies in conflict games, but contrary to conflict games, no minimax

solution exists.
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Ri

R2

R3

R4

R5

Ci

1

1

0

0

0

0

0

0

0

0

c2
0

0

1

1

0

0

0

0

0

0

c3
0

0

0

0

1

1

0

0

0

0

c4
0

0

0

0

0

0

1

1

0

0

c5
0

0

0

0

0

0

0

0

1

1

Table 1: Lower left entry in cells is payoff to the row-player, upper right to the column-player

off than combining (R2, Ci) and so on. As it is possible that, whenever choosing one Row and
choosing one Column players 'win', that is, they guess what each other is thinking, the winning
results (1,1) can be arranged in a diagonal line.

Let us get back to the design features. Duality is conceived in Saussure's sense as a bidi-
rectional mapping from sound and meaning such that both sound and meaning are autonomous
of each other but must be coordinated by the senders and the receivers in order for them to at-
tain optimal communication. What cognitive strategies are involved in such a duality? Some
tacit strategies that come to mind are random mapping, imitation, probabilistic mapping, and
knowledge of convention in the sense of David Lewis (1969).

Linguistic conventions are not explicit but tacit agreements. This means that speakers must
use cognitive strategies to coordinate sound and meaning. Convention can be arrived at by call-
ing on a variety of such strategies. Saussure assumed the existence of a coordinative capacity
in humans. This assumption, however, sets up a circular argument. A much more adequate
explanation is provided by Lewis' convention.

2.2 SEMANTICITY

Def.: "The elements of a communicative system [linguistic symbols] have associative ties
with things and situations, or types of things and situations, in the environment of its
users... such ties are semantic conventions shared by speakers." (Hockett, 1960, p. 41)

The bidirectional mapping sound-meaning should be distinguished from the mapping symbol-
denotation (things, situations, or simply, actions). Adopting a Lewisian theory of meaning, sym-
bols (or signals in the sense of game theory) are mapped into actions so that actions can be true or
false if they establish a coordinating equilibrium. Table 2 shows such an equilibrium. Signal A
means (is mapped onto) action X, with payoff (1,1), while signal B means action Y with payoff
(1,1). Mapping is established by convention.
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Signal

Sender

Type

A

B

Receiver
Action

X

1,1

0}0

Y

0,0

1,1

Table 2: A Coordinating Equilibrium

2.3 INTERCHANGEABILITY (PARITY)

Def.: "Adult members of any speech community are interchangeably transmitters and receivers
of linguistic signals." (Hockett, 1960, p. 139)

This feature derives from the definition of a coordination game without proof, as this game
is played by pairs of speakers. Yet parity has been challenged by rationalist philosophers and
linguists. Rationalists claim that language is used only for the expression and representation of
thought, not for social communication. However, game-theoretic approach to language requires
that language be strictly used and motivated for the communication of intentions. Besides, this
should be taken not only as its current function, but as the original function.14 Since the com-
municative function overrides the representational function in the efficiency of coordination, the
claim that language is for the expression of thought is not motivated by game theory. Communi-
cation, not the expression of thinking, subserves coordination.

2.4 SPECIALISATION

Def.: "A communicative act, or a whole communicative system, is specialized to the extent
that its direct energetic consequences are biologically irrelevant. Obviously language is a
specialized communicative system."

Contrary to human language, animal signals have direct biological consequences as well as
energetic costs. In insects, signals (calls and songs) emitted by a male insect serve to attract
females as sexual mates.15 The bees' dance informs only about the food source.16 Also birds'
alarm signals alert other conspeciflcs to flee. The bird that warns its conspeciflcs by emitting
an alarm call is in grave danger of dying because it attracts the predator's attention. This shows

14Assuming that communication is both the original and the current function of language avoids the issue (for
which Darwinism lacks an adequate response) of how an original organ transforms its original function into another
function, contrary to Chomsky who asserts that we do not know the original purpose of language, although he
assumes a transformation of the original function into the "expression of thought" function; see Kirschner & Gerhart
(2005) and Hauser et al. (2002).

15Gerhardt & Huber (2002) observed that some insects lose weight during call transmission.
16For these and other examples of animal calls, see Dawkins (1989).



56 Game Theory and Linguistic Meaning

that communicative behaviour in animals adopts strategies that incur costs and benefits just as
in the conflict-of-interest game. Dawkins points out that "the belief that animal communication
signals originally evolve to foster mutual benefits, is too simple." Rather, he continues, "all
animal interactions involve at least some conflict of interest" (Dawkins, 1989, pp. 68-87). Since
linguistic communication is basically a coordination game, it is costless or cheap; costs and
benefits of sending and receiving signals are irrelevant. Language, then, may be conceived as
a signalling game in which both the sender and the receiver obtain equal payoffs because they
share the same interests.17 Moreover, animal signals may be dishonest, while language lacks
dishonest signals. Language evolved for coordination, which sets a barrier for a strict Darwinian
view on language origins.18

2.5 PREVARICATION

Def.: "Linguistic messages can be false, and they can be meaningless in the logician's sense."
(Hockett, 1960, p. 14)

One of the main differences between animal signals and linguistic symbols is in animal's
signal communication being truthful while communication by linguistic symbols possibly not.
Signals correspond to a set of fixed states either of the animal type (hunger, sex) or the envi-
ronmental type (danger). Therefore, prevarication or lying is not a real option for animals.19

However, the possibility of the receiver being manipulated by the sender has been emphasised as
an option in animal communication (Dawkins, 1989, p. 64). On the other hand, linguistic com-
munication assumes truthful messages sent by truthful senders. This is called the "truth bias" by
game theorists. The speaker, in turn, is committed to the truth of his messages.

The nature of lying is due to the symbolic character of human communication comprising
conventionality and unboundedness. Biologically, lying is a cost for a symbolic system because it
contributes to the selfish and parasitical but non-coordinating behaviour (Hamilton, 1995, p. 332).

Game theory recognises both the existence of lying and "The Decay of Lying", as Oscar
Wilde put it in his comedy.20 Lying is a behaviour that fits into a two-person partial-interest
game, that is, a game in which some agent is coordinating non-strictly. Table 3 represents such a
game, in which the sender sends a signal which triggers the best action by the receiver.

This matrix enlists values of common interests as well as of conflict of interests. The com-
bination (A, Z) = (6,3) and the combination (B,Z) represent cases in which the sender has
obtained more profit than the receiver.21

Note, however, that lying violates linguistic conventions, but these conventions cannot be as-
sociated with lying because there would then be a winning strategy for the receivers such as "If
the sender lies—using a lying strategy—do not act as the sender expects." Thus a better winning

17Otherwise said, the utility function of Sender u(s) and Receiver u(a) are equal.
18Because linguistic communication is a pure coordination, mass phenomenon (individuals being genetically

unrelated), it presents a real conundrum for natural-selection accounts of language origins and evolution concerning
individuals and genes. For instance, Pinker (1995) does not take up these issues.

19Hamilton (1995, p. 218), who writes on "Selection of selfish and altruistic behavior in some extreme models",
remarks that "by our lofty standards, animals are poor hers." In turn, Karl Popper (1974, pp. 1112-3) suggested that
"human language evolved because it made lying possible."

20Wilde's words wittily express the non-predominance of lying: "With the possible exceptions of barristers, lying
as an art has decayed." On lying as a game, see Wittgenstein (1953, §249).

21 Experimental work by Kawagoe & Takizawa (2005) shows that lying pays as well as the truth bias of agents.
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Receiver 

Action 

Signal A 4,4 1 , l  6 ,3  
Sender 

Type B 1 , l  4,4 6 ,3  

Table 3: Partial interest game (lying) 

strategy would eventually evolve. Therefore, one can deduce that lying cannot be evolution- 
ary stable (Dawkins, 1989, p. 77). This evolutionary game explains why there are no markers 
(conventions) for lying in human languages. 

2.6 CULTURAL TRANSMISSION 

Def.: "The continuity of language from generation to generation is provided by tradition. All 
traditional behaviour is learned [from others]. Tradition becomes transformed into cul- 
tural transmission when the passing down of traditional habits is mediated by symbols." 
(Hockett, 1960, p. 155) 

Symbols are learned from generations to generations, and they constitute grammatical pat- 
terns. Linguists and psychologists argue whether an innate, not culturally but genetically trans- 
mitted device exists that makes the learning of grammar possible. Supporters of an innate device 
assume the existence of an absolute invariant Universal Grammar (UG) genetically transmitted 
that would explain language learning with no resort to cultural transmi~sion.~~ UG is conceived 
as something like a random generator or an automaton. 

The UG hypothesis, however, has not found observable or empirical universals that would 
account for overt and regular crosslinguistic variation.23 

A different way to tackle regular variation (sometimes termed Greenberg universals) is to 
look at it as a coordination game problem in Schelling's sense. Language learning requires the 
input from the learner's community. All learners must converge on the input grammar, that 
is, they must coordinate their grammars with those of the input. When coordination problems 
persist among the members of a community, that community yields regular patterns to solve such 
problems or otherwise adopt them from other communities (for example, by cultural diffusion). 
These regular patterns turn into common knowledge within the community.24 Note also that in a 

"Note, however, that is false in a strict (neo)darwinian view. 
23Universals of the kind required by the supporters of the random generator grammar are located at the neurobi- 

ological level ignoring overt linguistic proper& and offering no general account of crosslinguistic variation. Apart 
from the automaton, such universals are missing at present. 

24Lewis (1969) adopted this view which can be extended to the realms of language learning and language evolu- 
tion. 
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coordination game an agent selects an action in an undetermined way within a bounded set. Thus, 
using a bounded number of actions, we expect different conventions for different communities. 

In fact, some computational models of language evolution suggest that overt empirical uni- 
versals do arise out of multiple agents that evolve across generations (Kirby & Hurford, 2001). 
Here linguistic generalisations (grammatical rules) emerge from cultural transmission, making 
the assumption of innate Universal Grammar unnecessary. 

2.7 DISPLACEMENT OF REFERENCE 

Def.: Bloomfield (1933, $9.3): 

If we had perfect definitions [of words], we should still discover that during many 
utterances the speaker was not at all in the situation which we had defined. People very 
often utter a word like apple when no apple at all is present. We may call this displaced 
speech. The frequency and importance of displaced speech is obvious. Relayed speech 
embodies a very important use of language: speaker A sees some apples and mentions 
them to speaker B, who has not seen them; speaker B relays this news to C, C to D, D 
to E and so on, and it may be that none of these persons has seen them, when finally 
speaker goes and eats some. In other ways, too, we utter linguistic forms when the 
typical stimulus is absent. (Bloomfield, 1933, p. 141) 

The displacement of reference has been taken to be a key property of language. Chom- 
sky (1966) highlights displacement under the "absence from stimulus" argument, which he uses 
against the behavioural account of language use. Displacement (or absence of stimulus) can be 
derived from (i) semanticity and (ii) specialisation. As we have seen, semanticity is the result 
of conventions under a coordinating equilibrium, while specialisation yields costless commu- 
nication (cheap talk). Semanticity provides for conventional and arbitrary symbols that can be 
stored in memory, while specialisation makes cheap the use of symbols so that agent A can relay 
information (at no cost) to agent B, agent B to agent C and so on, so that the whole population 
of agents can exchange information not perceived at the moment of the utterance. 

The fact that symbols can be relayed accounts for one crucial property of language: sentence 
recursion. If agent A relays to B "John ran away", B can relay this information to agent C as em- 
bedded into another symbol: B says: "John ran away", and C relays to D: B says "A says 'John 
ran away"', and so on. Recursion, then, is a property that emerges from displaced reference and 
is not imposed by a Universal Grammar. The case in which knowledge of an event is acquired 
from hearsay (i.e., displaced from the speaker) sets up the evidential modality. Some languages 
morphologically mark events known from evidence acquired in this way. Thus Tunica, Bulgar- 
ian, and Kwakiutl-among a wide set of languages-use evidentiality markers to signal that the 
speaker knows the information from others. Other linguistic processes are direct consequences 
of displaced reference such as indirect questions, quoted speech, discourse representation or free 
indirect discourse. Moreover, displacement adds a significant edge to the population of agents 
using referential symbols: it spares time invested in searching for information that otherwise 
an agent needs to obtain in the presence of stimulus. The spared time can be invested in other 
activities increasing the number of activities that the population can engage in. Displacement 
increases the production possibility curve.25 

"I deal with time allocation related to displacement in Alonso-CortBs & Cabrillo (2006). 
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3 CONCLUSIONS

Language and trade are related to each other because both involve the kinds of exchange
problems that may be solved by coordination games. Modern symbolic language might have
been boosted as a tool to set off external coordination costs incurred by trade (goods exchange)
in modern human populations. From coordination games and the cost-benefit analysis one can
derive a subset of design features of language. Some significant and crucial features such as
duality, semanticity, displacement of reference and prevarication are a direct consequence of
coordination among members of a population, while coordination through evolutionary games
accounts for cultural transmission.
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Chapter 5

EVOLUTIONARY GAMES AND SOCIAL CONVENTIONS

Pelle Guldborg Hansen
Roskilde University

1 INTRODUCTION

Some thirty years ago Lewis published his Convention: A Philosophical Study (Lewis, 1969).
This laid the foundation for a game-theoretic approach to social conventions, but became more
famously known for its seminal analysis of common knowledge; the concept receiving its canon-
ical analysis in Aumann (1976) and which, together with the assumptions of perfect rationality,
came to be defining of classical game theory.

However, classical game theory is currently undergoing severe crisis as a tool for exploring
social phenomena; a crisis emerging from the problem of equilibrium selection around which any
theory of convention must revolve. In response, the so-called evolutionary turn has developed.
While retaining the broad framework, in which games are described in terms of strategies and
payoffs, this marks a transition from the classical assumptions of perfect rationality and common
knowledge to assumptions characterising agents as conditioned for playing certain strategies
upon the population of which evolutionary processes operate.

By providing accounts of equilibrium selection and stability properties of behaviours, the
resulting frameworks have been brought to work as well-defined metaphors of individual learning
and social imitation processes, from which a revised theory of convention may be erected (see
Sugden 1986, Binmore 1994 and Young 1998).

This paper makes a general argument in support of the evolutionary turn in the theory of
convention by a progressive exposition of its successful application to a variety of simple, but
paradigmatic games. In doing this, it examines and qualifies on what may be said within this
framework about the relations between social conventions on the one hand, and phenomena such
as Pareto-efficiency, risk, discrimination, self-interest and cooperation on the other. For most of
the arguments, the formalisation will be kept at a minimum as well as restricted to models based
on two-player interactions.

61
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2 SOCIAL CONVENTIONS

It has long been recognised within the social sciences that a certain type of behavioural pat-
terns making up the anatomies of social systems may be given informal descriptions as social
conventions, in the sense that (i) they depend on the interdependency of individual actions, and
(ii) comparative analysis may reveal them to be contingent relative to some attributed functional
description. For instance, the regularity of keeping to the left in the UK is conformed to by
drivers as they expect from past interactions that other drivers keep to the left as well. Yet on
the functional description of avoiding collisions, the purpose of such conformity could also be
served by everyone keeping to the right, as is done, for example, in the US.

It is just as well recognised, though, that conventions often enjoy complex natures as well
as an intimate relationship with social norms and institutions. This is especially true when these
incorporate aspects of conflict, risk or discrimination. Thus, apart from the two common features
mentioned, it has to be granted that social conventions differ from each other in many respects.
Some are institutionally engineered, carefully codified and severely enforced, while others are so
fundamental that thinking about them as a product of man is intriguingly difficult. Some enable
the utilisation of potentials for cooperation, yet sometimes cease to exist, while others, though
socially ineffective, prove utterly hard to dissolve. Consequently, though conventions provide the
structure within which social life is led and institutions operate, a unified approach has proven
difficult to develop. For this reason, a constant issue of the philosophy of social science has been
that of explaining their nature and dynamics. That is, to explain what causes conventions to, and
how conventions do, emerge, stabilise and in some cases change or deteriorate.

3 LEWIS ' THEORY OF CONVENTION

Perhaps the largest obstacle in answering these questions has been the lack of a rigorous
framework for systematically exploring conceptual hypotheses and their implications. Since
Lewis' Convention, however, game theory has been thought by many to provide one particularly
interesting candidate as a framework of thought.

Convention begins by extrapolating from a series of paradigm conventions a shared function
of being coordination devises in situations presenting some recurrent coordination problem to
the agents involved. It then utilises classical game theory to model the most simple strategic
structure of this type of problem as a pure-coordination game like that of Matrix 1.

Player 2
a b

Player 1 a 1,1
0,0

0,0

1,1

Matrix 1: A pure-coordination game

For the purpose of exposition, this two-player game may be interpreted as representing any in-
stance of a recurrent situation G presenting a coordination problem in a population P, where
P ^ 2. This game, then, is played by agents i and j , where i, j 6 P. Further, i and j are randomly
drawn from P and assigned at random to either the role of row player, Player 1, or column player,
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Player 2. Due to the symmetry of the game, i and j then face an identical strategy set S = {a, b) 
no matter which player position they are assigned to. 

In classical game theory, each agent is assumed to choose rationally from S a pure strategy 
s, or a mixed strategy x assigning some probability mix to the elements of S, with the aim 
of maximising his expected payoffs. As expected payoffs are dependent on combinations of 
strategies, referred to as strategyprojiles, each agent is assumed to reason rationally about his 
choice of strategy under the assumption that other agents are rational as well and that this is 
common knowledge in P in order to pursue maximisation. In the matrix like that above, Player 
1's payoffs are given first, then the payoffs of Player 2 for each strategy profile. In classical game 
theory, an acceptable solution to such a game is required, at least, to be a Nash equilibrium; that 
is, a strategy profile in which each agent has done as well as he can given the actions of the other 
agents. Thus in the game of Matrix 1 there are two pure-strategy Nash equilibria (marked in 
bold) and one mixed strategy Nash equilibrium in which the agents randomise over a and b with 
the probability of 0.5. The coordination problem is then constituted by the problem of agents 
having to coordinate on one particular out of the multiple available Nash equilibria. 

According to Lewis' analysis, a regularity R in the members of a population P when they are 
agents in a recurrent situation G is a convention if and only if it is true that, and it is common 
knowledge in P that, in almost any instance of G among members of P, 

1. almost everyone conforms to R; 

2. almost everyone expects almost everyone else to conform to R; 

3. almost everyone has approximately the same preferences regarding all possible combina- 
tions of actions; 

4. almost everyone prefers that any one more conform to R, on condition that almost everyone 
conforms to R; 

5. almost everyone would prefer that any one more conform to R' on condition that almost 
everyone conform to R'; 

where R' is some possible regularity in the behaviour of members of P in G, such that almost no 
one in almost any instance of G among members of P could conform both to R '  and to R (Lewis, 
1969, p. 78). 

This definition not only captures and elaborates on the characteristics (i) and (ii) in the in- 
formal description of conventions of Section 2. If, as done by Lewis, R is constructed as the 
repeated selection of a particular strategy profile in a game, it effectually attributes to conven- 
tions the property of being behaviour convergent to what he callsproper coordination equilibria. 
That is, in game-theoretic terminology, behaviour convergent to one out of multiple available 
strict Nash equilibria (a Nash equilibrium is strict when each player likes this not only at least 
as well but better than any other strategy profile he could have reached given the actions of the 
other players). In the game of Matrix 1 this makes both pure strategy Nash equilibria proper 
coordination equilibria, while the one in mixed strategies does not qualify as it does not satisfy 
the second requirement of strictness. In this way, a game like that of Matrix 1 may work as a 
framework of thought for exploring conventions as defined by Lewis. 

As Lewis himself recognises, however, his definition gives rise to at least two fundamental 
questions pertaining to the dynamics of conventions. First, what keeps the set of expectations 
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leading to recurrent coordination on a specific proper coordination equilibrium stable? That is, 
as Player 1's choice of action depends on what he expects Player 2 to do and vice versa, what 
ensures that Player 1 expects Player 2 to conform prior to his own decision to also do so? 

Second, how does a specific convention emerge for a recurrent coordination problem, now 
that alternatives by definition are said to have been open prior to their establishment? For most 
conventions no agreement seem to have ever been made. Further, the social processes in which 
they emerge and operate are so large and complex that communication rarely seems to have been 
extensible to such a degree as to provide for simultaneous and unambiguous agreement. Not to 
mention that if the semantic rules of natural languages themselves are taken to be conventions of 
coordination-as they indeed are by Lewis-then how did they come about, if not by agreement? 
As Quine recounts in his foreword to Lewis' Convention: 

When I was a child I pictured our language as settled and passed down by a board of syndics, 
seated in grave convention along a table in the style of Rembrandt. The picture remained for 
a while undisturbed by the question of what language the syndics might have used in their 
deliberations, or by dread of vicious regress. (Lewis, 1969, p. xi) 

For theoretical purposes, these empirical considerations make for the general adoption of a non- 
cooperative contest interpretation of the game-theoretic models, utilised in analysing social con- 
ventions.' In other words, games are modelled under the assumption that players do not have 
the possibility of making binding commitments or engage in pre-play communication (cf. Bin- 
more 1990). Recognising this allows one to pose the questions of emergence and stability as 
a single question within the framework of classical game theory: how may strategically ratio- 
nal players come to coordinate their choices repeatedly on particular out of multiple available 
proper coordination equilibria in a recurrent coordination problem G, where any instance of G is 
a non-cooperative pure coordination game of contest? 

Unfortunately, it has turned out that classical game theory is inherently and unhelphlly in- 
determinate in explaining this. Any proper coordination equilibrium in any instance of G is 
by delinition always just one out of multiple Nash equilibria. Consequently, the general Nash 
equilibrium selection problem applies. This states that play of any available Nash equilibrium 
is consistent with the assumptions of perfect rationality and common knowledge, thereby mak- 
ing the players of classical game theory indeterminate in selecting between proper coordination 
equilibria like those in the game of Matrix 1. But not only this. It also leaves them without any 
reason for disfavouring the mixed-strategy Nash equilibrium of the game relative to the proper 
coordination equilibria. Within Lewis' theory of convention, this raises the additional and fun- 
damental question of why only proper coordination equilibria should arise; or reversely, why 
conventions should only be attributed the nature of proper coordination equilibria? The fact that 
since then, the folk theorem has revealed that any outcome securing the minimax outcome for 
each player is an equilibrium when a game is repeated-like it is presumed to be in the theory of 
convention-only serves further disillusion. 

Lewis seemed to recognise the basics of this problem. In dealing with the equilibrium se- 
lection problem in his theory of convention, he adopted his own version of Thomas Schelling's 

'Obviously it is not necessary to make this interpretation for all practical purposes. It is not the purpose of a 
theory of convention to explore every particular social convention without recourse to other social conventions such 
as language or promise making. In order to explore complicated conventions like human languages, one obviously 
has to consider how one convention can evolve from another: an exploration of present conventions will normally 
refer to the conventions of yesterday. Still, what is required theoretically is that social conventions are not among 
the deepest foundations of the theory itself (cf. Sugden 2000, p. 104). 
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focal point theory as part of his answer. In The Strategy of Conflict Schelling (1960) had argued,
roughly, that certain psychological and logical associations that agents might have with particular
actions or outcomes could make them salient or prominent in a way that would serve to focus
expectations. In order to show this, Schelling had conducted a series of experiments on pure
coordination problems. In these, subjects could not communicate, yet succeeded in coordinating
far beyond what chance would prescribe. However, as the details underlying focal points are
usually abstracted away in the process of constructing the mathematical game models, Schelling
had argued that an explanation of coordination could only be provided by the addition to game
theory of an empirically based theory of focal points.

Picking up on Schelling's line of thinking, Lewis argued that salience could be used to explain
not only the emergence (including the de-selection of mixed-strategy equilibria, which Lewis
found could hardly become salient), but especially the stability of conventions.2 He hypothesised
that agents "will tend to pick the salient as the last resort, when they have no stronger grounds
for choice" (Lewis, 1969, p. 35), and that this tendency is a matter of common knowledge.
Lewis then claimed that, given salience of a strategy profile or the strategies associated with
this, a basis was provided for agents to achieve coordination rationally; that is, a basis from
which systems of concordant mutual expectations (that everyone will do his part in pursuing the
strategies associated with a salient outcome) can be derived (Lewis, 1969, pp. 27-33).

If granted the truth of this argument, Lewis' theory of convention is able to answer the ques-
tion posed above with regard to explaining the emergence and stability of conventions. Con-
ventions may emerge as results of agreement, coincidence, imagination or the like bestowing
salience upon particular strategies or their combinations that make up proper coordination equi-
libria. That is, given a salient proper coordination equilibrium and common knowledge of this,
each agent will tend to choose this; if not only from his own tendency to do so (acting from
primary salience), then from the fact that he has reason to expect everyone else to have this ten-
dency (acting from secondary salience); and if not solely from his knowledge of their tendency
to make such choices in general, then also from him inferring that they have reason to expect
him to make such choices and expect the same of them, and so on. Once successful coordi-
nation is achieved, a case of precedent from which to project salience onto future outcomes or
strategies will then have been established. In this way, conventions become self-perpetuating due
to salience by precedence and common knowledge of this—ultimately almost everyone expects
almost everyone else to conform to R, and given these expectations stability is trivially ensured
through each agents' rational choice of action.

4 THE PROBLEM OF SALIENCE

In this formulation, however, the role ascribed to salience by Lewis marks a departure from,
or addition to, the notion of strategic rationality characterising what came to be the 'classical'
approach in game theory. If Player 1 of the game of Matrix 1 thinks that Player 2 has some
tendency to aim for a particular strategy or strategy profile, his rational choice of aiming at
this as well should be characterised as parametric rather than strategic: he is reasoning from
the assumption that the parameters of his situation is given prior to his decision, rather than from

2In fact, Lewis was not particularly interested in explaining the emergence of conventions or de-selection of
mixed-strategy equilibria. His primary aim was to analyse language as based on convention, which led him to
consider these issues only peripherally and concentrate on stability instead (cf. Cubitt et al. 2003).
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assumptions about the rationality of Player 2 and common knowledge. The same is ultimately the 
case if he acts on secondary salience and so on. To that extent salience is a feature extraneous to 
the strategic structure of a game as well as the framework of classical game theory. Consequently, 
though almost all game-theorists recognise the important role played by this feature, its existence 
has generally been used in an ad hoc way to rationalise intuitively plausible but theoretically 
unsupported claims about equilibrium selection (Sugden, 2001, p. 116). 

Still, some attempts has been made since then to annex the role of salience into the realm of 
strategic rationality. Common to these are that they operate with two key elements (cf. Janssen 
1998): (a) the idea that salience functions by transforming the personal description of coordi- 
nation games so as to make the salient outcome a uniquely Pareto-efficient equilibrium; and 
(b) some kind of principle of coordination according to which strategically rational agents have 
reason to play their part in such an equilibrium (see also Gauthier 1975, Crawford et al. 1990, 
Bacharach 1993, Colman 1997 and Janssen 1998). 

For instance, Bacharach (1993) and Janssen (1995) have concentrated on explaining the na- 
ture of salience for observations such as Schelling on focal points and more controlled experi- 
mental replications and developments of this like those of Metha et al. (1994a,b). Common to 
their explanations is a reliance on the notion of the availability of clues of salience due to certain 
physical, logical or other features associated with certain strategies or outcomes. To be spe- 
cific, each player is assumed to observe a certain number of such features having some kind of 
primary salience. Each of these features are then ascribed with a commonly known or approxi- 
mately shared probability stipulating its availability-that is, its potential for being recognised by 
each player. From this a personal description of a coordination game may then be constructed on 
the basis of the expected payoffs associated with choosing in accordance with strategies based on 
salience by each player. Given that choosing according to one salient feature is associated with 
a higher expected payoff than any other, rational agents are then asserted to choose this from a 
principle of coordination. 

Before discussing the principle of coordination it should be noticed that this type of explana- 
tion may be considered as a rationalisation of what Lewis might have meant by saying that when 
given no other reason agents tend to chose the salient and that this is common knowledge up to 
a certain level; and it definitely seems plausible for some situations where logic applies like in 
Schelling's coordination problem of choosing the same out of all positive numbers. However, it 
relies on some quite strong assumptions that can hardly be expected to hold in general for most 
of those situations in which real world social conventions emerge and operate. First of all, the 
explanation requires, roughly, that all features should be recognised by all players and that the 
probabilities of the availability of these features should be either common knowledge or at least 
approximately shared. However, none of these two assumptions seem to plausibly apply for real 
world social interaction in the complex settings governed by social conventions. For these, peo- 
ple are usually quite unaware of what they are doing and why, other than followingprecedent. In 
fact, it seems plausible that one significant reason for following precedent is, precisely, that real 
world people would be unable in real world situations to satisfy assumptions like these two. 

Also, if this kind of explanation is taken to apply to particular regularities an interesting 
point follows. If a regularity for solving a coordination problem attaches to a particular clue 
of salience which covers all instances of G, the behavioural regularity R observed is ultimately 
not to be regarded as a convention as it rules out contingency; that is, unless the function at- 
tributed is a generalised one covering types. Though attributing from types may be regarded as 
a fair methodological move, it significantly detracts from the explanatory adequacy and should 
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be remembered when carefully exploring conventions on this level of abstraction. Keeping to 
particular regularities, it is for considerations like these that some form of minimal functionalism 
in the definition of conventions is usually pressed-in some way, social conventions are part of 
the causal chain resulting in their own stability. Still, this does not exclude the possibility that 
non-contingent regularities may become conventional, and that is without changing appearance 
to an observer. If wanting to give this phenomenon which has hitherto gone unnoticed a name we 
might consider referring to it as that of 'paragliding conventions'. Lifted by other means, such as 
rationality, it flies on the air of something else; and that is most likelyprecedence. This, however, 
turns the discussion of salience into one independent of the transformation argument based on 
the availability of clues or other transformation arguments. Instead, the discussion becomes one 
concerning the notion of precedent alone. 

5 PRECEDENT AND COORDINATION 

The seminal account of salience provided by Gauthier (1975) illustrates how salience by 
precedent may work on this approach. His argument may be reworked by assuming salience of 
(a, a) in a pure-coordination game like that of Matrix 1. Gauthier claims that salience transforms 
the personal description of this game for each of the players to that of Matrix 2. In this game each 
player faces two options: 'seeking salience' and 'ignoring salience'; or in the case of precedent: 
'seeking precedent' and 'ignoring precedent'. The former leads to the realisation of (a, a) in 
the original game of Matrix 1, while the latter is likely to lead each agent to randomise over a 
and b. In the transformed game two Nash equilibria exist-one proper coordination equilibrium, 
and one non-strict Nash equilibrium-but according to the principle of coordination invoked 
by Gauthier, similar to that of Bacharach and Janssen, rational players now have reasons for 
choosing their 'seeking salience' strategy since this leads to a Pareto-efficient outcome. Hence 
successful coordination in the original game is explained in consistency with the assumption that 
the regularities regarded as conventions represent contingent behaviour. 

Player 2 

Matrix 2: Gauthier transformation of the game in Matrix 1 

'seeking salience' 'ignoring salience' 

Against this argument of transformation, Gilbert (1989) has argued quite convincingly that Gau- 
thier does not seem to have any good reason to restrict the options of the transformed game to 
two. In particular, sticking to the two-strategy case utilised here as well as in Gauthier (1975), 
there seems to be at least one other alternative, namely that of seeking the 'non-salient'-in casu 
the 'non-precedent'. Allowing for this third possibility ultimately destroys Gauthier's account. 
This is revealed by the Gilbert-based correction of the transformed game of Matrix 2 to Ma- 
trix 3. In this game no unique Pareto-efficient equilibrium exists. Hence Gauthier's Principle of 
Coordination cannot operate successfully. 

Player 1 'seeking salience' 

'ignoring salience' 
1 ,1  0.5,0.5 

0.5,0.5 1 0.5,0.5 
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'seeking salience' 
Player 1 

'ignoring salience' 

Matrix 3: Gilbert-correction of Gauthier's transformation 

's. the non-salient' 

Now, one could retort that this argument does not apply when more than two strategies are 
available (Janssen, 1995). This makes for asking whether it is plausible that only one strategy 
salient by precedent exists-in particular, in the case of the hyperrational agency that must be 
invoked to make the calculations needed when many strategies are available. 

One may answer by noticing that a hyperrational player would be capable of recognising all 
possible patterns that precedent could be taken to follow. Following (Sugden, 1989, p. 190), 
imagine a player who has played a pure coordination game like that of Matrix 1 a 1.000 times, 
and on every repetition has met players choosing strategy a of the original game. It may seem 
obvious that the rational inference for him to draw is that the next player he encounters will very 
probably choose a as well. But although this inference is obvious in the perspective of common- 
sense, it is not accessible to perfectly rational players. For real world individuals, the fact that all 
1.000 encounters fit the pattern 'always a' is a remarkable fact, which calls for some explanation 
beyondpure chance. But, from the perspective of a hyperrational player, such reasoning is merely 
a betrayal of the lack of imagination. For him, every sequence of 1.000 instances of 'a' and 'b' 
has some pattern that can be projected into the future. Consequently, within the framework of 
classical game theory, transformations like that of Gauthier's are infeasible whether only two or 
more strategies are available. 

However, ultimately one may still entertain the idea that some Principle of Coordination may 
facilitate coordination in non-transformed games possessing structures similar to the game of 
Matrix 2, where multiple proper coordination equilibria exist, but where one of these Pareto- 
dominates all others-if only to exhaust any transformation argument along the lines of the 
two above. This raises the general question of whether Pareto-efficiency somehow provides 
strategically rational players with reasons to pursue such an equilibrium if unique. According 
to Heal (1978) intuitively this must be case.3 Choosing a salient strategy, in casu one salient by 
being the unique Pareto-efficient equilibrium, seems the rational thing to do. The players "know 
that they can coordinate their choices if they can single out one [strategy] from the rest". They 
also know that "by choosing a [strategy] which does stand out for both of them, and only by 
doing this, can they hope to coordinate. This provides a reason for each to make the choice of 
the outstanding [strategy], which is reinforced by knowledge that the other also has that reason" 
(Heal, 1978, p. 129). 

Gilbert (1989), Sugden (1991) and Colman (1999) have pointed out that arguments along 
this line fail. It does not explain why it is rational for a strategically reasoning player to choose 
a salient strategy without any reason for assuming that other players will also choose the salient 
strategy, aside from the knowledge that the other agents confront the same coordination problem. 
The fact that choosing a salient strategy has powerful intuitive appeal does not, in itself, constitute 

1 , 1  

3Heal does not make her argument with special regard to Pareto-efficient equilibria, but to salient equilibria in 
general, see Heal (1978). 

0 ,o  
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a rational reason for choosing it. The point is that although it is obviously true that the players 
succeed in coordinating if they both choose the same salient strategy, and although it is true 
by definition that successful coordination is a good outcome for them, that does not provide 
them with any rational grounds for behaving in that way. As Gilbert puts it, "the fact that a 
good outcome would be reached if both did something cannot by itself be a reason for either 
one individually why he should do it. For his doing it cannot ensure that the other does it" 
(Gilbert, 1989, p. 72). Thus, "if human beings are-happily-guided by salience, it appears 
that this is not a consequence of their rationality" (Gilbert, 1989, p. 61). Consequently, any 
principle of coordination assuming that agents will automatically play their part of a Pareto- 
efficient equilibrium cannot be derived from premises of rationality and common knowledge. - 

Ultimately, what this argument amounts to is the claim that salience, whether by precedent 
or any other means, may not facilitate strategically rational players with reasons for acting in 
conformity with conventions. Annexing the relevant notion of salience in relation to social con- 
ventions into the realm of strategic rationality ultimately must fail due to strategic rationality 
being purely forward looking. If seeking to understand the dynamics of social conventions, or 
for that matter, the nature of salience in the context of these, one has to look somewhere else. 

6 THE EVOLUTIONARY TURN AND THE THEORY OF CON- 
VENTION 

During the 70s and 80s evolutionary game theory arose as a result of applying the game- 
theoretic framework to problems in evolutionary biology. Though classical game theory was 
developed for approaching social phenomena as aggregate products of individuals' strategic de- 
cision making, evolutionary biologist John Maynard Smith and colleagues demonstrated that 
it also provided a powerful framework for explaining various aspects of animal behaviour and 
evolution, see Maynard Smith & Price (1973) and Maynard Smith (1982). 

Their utilisation of game theory, however, was not just carbon copied. They adjusted and 
developed the framework in important ways. Instead of assuming agents to be fully informed and 
hyperrational, the agents of evolutionary game theory came to be understood as biologically or 
socially "pre-programmed" (conditioned) for certain strategies. Also, where the baseline models 
of classical game theory are games played exactly once, the baseline models of evolutionary 
game theory came explicitly to be games played over and over again by agents randomly drawn 
from large populations on which some evolutionary selection process operates over time on the 
population distribution of strategies. 

Besides providing insight into problems of evolutionary biology it was soon realised that the 
development of evolutionary game theory also provided a novel way of dealing with what figures 
as the equilibrium selection problem within the classical approach. The first large achievement 
came by the provision of the concept of evolutionary stability pointing to hitherto neglected 
stability features of the strategy profiles figuring as Nash equilibria on the classical approach, 
see Maynard Smith & Price (1973). In particular, while some Nash equilibria turns out to be 
evolutionary stable, others are revealed to be evolutionary unstable, why behaviour convergent 
to these should not be expected to persist in the long run. 

Formally, an evolutionary stable strategy (ESS) may be defined as follows. For any two- 
player symmetric game G with the k i t e  set of pure strategies, S = {a, b . . . m}, the same for all 
players, and a corresponding set A of mixed strategies, any mixed or pure strategy, x, is an ESS 
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4% X) > U(Y, 4, or (1) 

4% X) = U(Y, X) and u(x, Y ) > u(y ,  Y 1, (2) 
where, x, y E A, x # y and u(x, x) and u(x, y )  is the expected payoff from playing strategy x 
against strategies x and y, respectively, and u(y , y ) of playing strategy y against y.  

From this definition it follows that a population in an evolutionary stable state, a state where 
all agents play the same ESS, has converged to what amounts to a Nash equilibrium of the game 
on the approach of classical game theory. That is, an ESS is always a Nash equilibrium by 
definition. However, the opposite does not hold. The definition of a Nash equilibrium does not 
exclude the possibility of such to rely on a weakly dominated strategy. In cases like this the 
weakly dominated strategy may do just as good against the weakly dominant strategy, but better 
against itself than the weakly dominant strategy does against itself. Consequently, the behaviour 
of the population may exhibit a phenomenon called drift. Here individual changes in strategy 
by error, creativity or experimentation does not inflict a payoff loss to the 'deviator', and when 
meeting other 'deviators' these may do better against each other than the 'conformists' do against 
each other, whereby the original state is disrupted. What this reveals is that the set of evolutionary 
stable states identifies a subset of the set of Nash equilibria in a game, that is, the ESS criterion 
refines the Nash equilibrium concept in an evolutionary setting. 

At least three features of the ESS concept are, however, important to notice. First, the ESS 
concept refers implicitly to a close connection between the utilities in a game and the spreading 
of a strategy in a population. This presupposes that the payoffs in a gameare supposed somehow 
to represent a gain in social reproductive fitness of a strategy from the interaction in cluestion. - -- 
Second, the ESS concept only applies when the population is large and the 'mutation-rate' or 
'experimentation' is low (cf. Weibull 1995, pp. 33-35). Although credible within biology, this 
assumption may raise some questions when transferred to social phenomena. However, third, 
and perhaps most important, as with the Nash equilibrium concept, the ESS concept does not 
explain how and how likely a population arrives at an associated evolutionary stable state. In- 
stead it asks whether, once reached, such a state is robust to evolutionary pressures. Hence, it 
provides a refinement of the Nash equilibrium concept in an evolutionary setting, rather than a 
real alternative to this. 

Such an alternative was, however, provided by the second large achievement-that of the 
particular population dynamics first formulated by Taylor & Jonker (1978), which later came to 
be dubbed the replicator dynamics in Schuster & Sigmund (1983). Other dynamics has been 
developed since, but this is the most widely used. While the criterion of evolutionary stability 
highlights the role of mutations, the replicator dynamics highlights the role of selection. It does 
this by providing a model of such a selection dynamics capable of describing how the distribu- 
tions of different strategies evolve over continuous time. Specifically, it takes the rate of growth 
of the frequency with which any given strategy is played in a population state to be propor- 
tional to the difference between the expected payoff of playing that strategy in this state and the 
weighted average of the expected payoffs of all strategies played in that state (each strategy being 
weighted by the frequency with which it is played). Formally, then, the replicator dynamics may 
be defined by the differential equation 

Xt+l = [U(X, Y ) - U(Y, Y IIxt, 

where u(x, y ) is the expected payoff to any strategy x at a random match, when the population 
is in state y E A; u(y , y ) is the expected payoff to any mixed or pure strategy y mirroring the 
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population distribution of strategies when played against itself (i.e., the current average payoff in 
the population); xt is the population share playing strategy x at time t; and xt+l is the population 
share playing strategy x at time t + 1. Consequently, the growth rate xt+l /xt of the population 
share using strategy x equals the difference between the strategy's current payoff and the current 
average payoff in the population. 

Features of dynamic processes specified for games by equations like this may be described 
in the following terminology (cf. Binmore 1990). An initialpoint of a dynamic process is the 
point from which it begins at t = 0. A process such as the replicator dynamics then describes a 
trajectory. A trajectory may do various things. In particular, it may converge or diverge. Except 
for pathological cases, a convergent trajectory converges to ajixpoint. Such are defined by being 
initial points from which the dynamic process never moves. The basin of attraction of a fixpoint 
is the set of initial points from which the dynamic process converges to this. If a fixpoint's basin 
of attraction consists of every possible initial point, then the fixpoint is a global attractor. A local 
attractor is a fixpoint that lies in the interior of its basin of attraction. Henceforth attractors are 
referred to as evolutionary stable states. Finally, some fixpoints are not evolutionary stable at all. 
Their basin of attraction is a singleton. Hence, no-one would ever want to be found predicting 
that the long-run outcome of a dynamic process will be such a non-stable state. Even if the 
process started at such a point, any small perturbation could push it into a trajectory in the basin 
of attraction of evolutionary stable state making the prediction wildly wrong. 

As it turns out, fixpoints that are evolutionary stable states always correspond to what 
amounts to a Nash equilibrium of the game on the classical approach. However, as in the case 
of the ESS the reverse does not hold (cf. Weibull 1995). On this background it is possible to 
see how evolutionary game theory might provide a framework for solving what amounts to the 
equilibrium selection problem on the classical game-theoretic approach. Given an evolutionary 
dynamics such as the replicator dynamics, plus some slight mutation rate (notice the replicator 
dynamics is deterministic and hence does not incorporate mutation by itself) it may be explained 
how a population converges to one particular out of multiple available evolutionary stable states. 
Granted some initial point, high-performing strategies may be observed to increase, whereas 
low-performing strategies decrease and eventually disappear, depending on which basin of at- 
traction the initial population state is located in. This introduces a novel factor into the analysis 
of games. The particular initial point of the process determines which stable state, if any, the 
process converges to. 

7 EVOLUTIONARY GAMES AND CONVENTIONS 

Having become acquainted with the basics of evolutionary game theory, the details of how 
the theory of convention might be reconstructed and developed within this framework may now 
be outlined. This section argues in the context of a variety of simple but paradigmatic games of 
conventions that the framework of evolutionary game theory may be used to explain the emer- 
gence and stability of social conventions, as well as explore several features of conventions that 
it is hard if not impossible to accommodate within the classical approach. 
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7.1 EVOLUTION AND COORDINATION 

In Convention, Lewis modelled a simple coordination problem underlying conventions, the 
symmetric two-player game of pure coordination (Matrix 1). When speaking of a symmetric 
two-player game one standardly assumes that there are precisely two player 'positions', that 
each position has the same number of pure strategies (in the sense that they are identical), and 
that the utility to any strategy is independent of which player position it is played in (Weibull, 
1995). In the context of the theory of convention, however, it makes sense, for reasons to come, 
to follow Sugden (1989, p. 14) and further require of a symmetric game that it looks exactly 
the same from the viewpoints of the two players; that is, a game where the agents do not know, 
or alternatively, do not attach any significance to their assigned 'position' as Player 1 or Player 
2. This latter requirement makes no difference to the perfectly rational agents of classical game 
theory who are responsive only to the strategic structure of a game. As it will appear, however, it 
makes an important difference in a theory of convention, in so far as evolutionary game theory is 
taken to provide a rigid way of thinking about individual learning or social imitation processes. 

The single most referred to example of a regularity taken to qualify as a convention under 
Lewis' definition is that of drivers keeping to one particular side of the road-the rule of the 
road. Conceptualising the underlying problem solved by conformity as one of choosing between 
keep left or keep right this coordination problem clearly qualifies as one to be modelled as the 
simple symmetric pure coordination game of Matrix 1 (reproduced in the present context below). 

Player 2 
keep left keep right 

Player 1 keep left 

keep right 

Matrix 4: The driving game 

On Lewis' definition of a social convention two potential conventions exist in this game. These 
are the two proper coordination equilibria where either both players keep left or both players 
keep right. Still, besides revealing that the framework of classical game theory could not answer 
the question pertaining to the possible emergence and stability of conventions like these (even if 
salience is granted of a particular outcome or strategy), the argument of Sections 4 and 5 also 
revealed no credible reason beyond the definition as to why the mixed strategy Nash equilibrium 
of this game should be denied the status of a potential convention. 

Now, turning to an evolutionary analysis, things look quite different. First, it may be noticed 
that in the game of Matrix 4, if played recurrently within a single population by pairs of randomly 
matched agents, only the two Nash equilibria in pure strategies-the two proper coordination 
equilibria-but not the one in mixed strategies correspond to evolutionary stable states. This is 
confirmed by the replicator dynamics, which drives the population to one of the population states 
in which everyone either plays strategy a (keep left) or strategy b (keep right). In particular, 
this is also the case if we start the population in the mixed strategy Nash equilibrium and invoke 
slight perturbations. Sooner or later one agent will switch strategy by error, choice, or whatever, 
whereby the average payoffs of all strategies in the game changes so as to favour the strategy 
that the 'switching' agent adopted. That is, the population is pushed into either of the basins of 
attraction belonging to one of the evolutionary stable states and separated by the mixed strategy 



Evolutionary Games and Social Conventions 73 

Nash equilibrium. Given a low perturbation rate and the positive feedback loop between payoffs 
and play of particular strategies stipulated by the replicator dynamics, more and more agents will 
then adopt the strategy in question whereby the incentive for others to do so as well is raised even 
more. Ultimately, a convention emerges and is kept stable by evolutionary forces. 

Now, what is interesting to notice here, besides the emergence of conventions, is that as 
conventions like these become established, each agent has an increasing reason to expect other 
agents to have a tendency to aim for the strategy associated with an emerging convention. Though 
such reasons have no effect on the pre-programmed agents of evolutionary game theory, should 
any one agent bite the Apple of Eden he would surely recognise this and act in accordance from 
considerations based on parametric rationality. In this way Lewis' notion of salience may partly 
be accommodated with an evolutionary framework. 

7.2 EVOLUTION AND PARETO-EFFICIENCY 

But what about the idea entertained by the coordination principle saying that Pareto-efficient 
conventions should be observed to be favorued relative to inefficient ones? 

Player 2 

a b  

Player 1 a 
b 

Matrix 5: A pure-coordination game with a unique Pareto-efficient equilibrium 

Peter Kincaid (1986) gives examples that lead to the conclusion that payoff equivalence should 
not be attributed potential conventions for most kinds of pre-automobile traffic facing the pure- 
coordination problem of which side of the road to drive on. For instance, when leading a horse 
with a hand, the fact that most people are right-handed, together with the fact that a hand-led 
horse tends to kick away from its leader, makes staying on the right hand side of the road a 
Pareto-efficient solution relative to left-side 'driving'. The opposite situation is the case for traffic 
dominated by riders, because right-leggedness in combination with the practice of mounting 
and dismounting makes left-side riding a Pareto-efficient solution. Still, it may be maintained 
that, despite the Pareto-efficiency of a particular solution, the recurrent situation is still one of 
a coordination problem, captured by games like that of Matrix 5 and that such efficiency is in 
fact a clear-cut example of how salience may not only arise from the labeling of strategies or the 
history of a game, but also from the very strategic structure of this itself. Yet, though salience 
in this case is inherent to the strategic structure of the coordination problem, the arguments of 
Sections 4 and 5 still hold: either this regularity is not a convention, or it is a convention by 
definition, working through precedent, why classical game theory is unable to accommodate an 
explanation of its stability. 

On an evolutionary analysis, however, the emergence of conventions again follows. Just as 
for the pure coordination game of Matrix 1, only the two pure strategy Nash equilibria, but not 
the one in mixed strategies, correspond to evolutionary stable states if played recurrently within 
a single population by pairs of randomly matched agents. However, as the state forming the 
separating point for the basins of attraction of the potential conventions again corresponds to the 
mixed strategy Nash equilibrium of the game, it turns out that the replicator dynamics drives the 
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population to the Pareto-efficient convention as soon as more than 3 of the population is made 
up of agents playing a. Consequently, if the initial distributions of agents playing either of the 
strategies a and b are taken to be formed at random, then two-thirds of these populations will be 
driven to the Pareto-efficient convention. In conclusion, it turns out that evolution tends to select 
Pareto-efficient conventions. 

7.3 EVOLUTION AND RISK 

Now, it would be good if this conclusion would cover all cases of social conventions. Unfor- 
tunately, the game of Matrix 6 gives evidence to the contrary. 

Player 2 

Player 1 

attending staying home 

attending 

staying home 

Matrix 6: The stag hunt game 

This game illustrate the common predicament of considering whether to attend some collective 
activity (e.g., soccer training) whose payoff depends upon the attendance of others, or attending 
some individual one with a guaranteed payoff (e.g., staying home and watching TV). In such 
situations, one would have preferred to stay at home if others do not show up, but if they do 
show up one would have preferred to go as well. The game associated with this type of problem 
is usually referred to as The Stag Hunt game due to a story by Rousseau and is a sub-type of 
the general class of pure coordination games. Special to it is that although agents in this type of 
game agree on their preference for one particular equilibrium, (a, a), alternatives are less risky, 
(b, b). In the terminology of Harsanyi & Selten (1988) the latter equilibrium is risk-dominant. 
It instantiates a strategy profile of best responses between opponents who are equally likely to 
play either of their strategies a and b. Coordination on the Pareto-efficient equilibrium is thus a 
matter of confidence in other agents' intentions to coordinate on this as well, which again turns 
on their confidence in one's own intention. 

Conventions for solving this type of coordination problem are abundant, and so are conven- 
tions for what is to count as acceptable excuses from or credible signals for attendance; and all of 
these and their properties seem intuitively to revolve around the tension between the salience of 
Pareto-efficiency and relative to risk dominance. Yet, as is the case for the two previous games 
classical game theory is unable to explain their emergence and stability. That is, unless the con- 
tingent nature of such conventions are derived from variations in the de facto confidence that 
agents assign to each others intentions for coordinating on the Pareto-efficient equilibrium. But 
then, again, such variations would be derived from earlier experience, namely precedent. 

On an evolutionary analysis, however, the emergence and stability of conventions may once 
again be accommodated. For the stag hunt game, only conventions corresponding to the two 
pure-strategy Nash equilibria, but not the one in mixed strategies, are evolutionary stable states 
if played recurrently within a single population by pairs of randomly matched agents; and again, 
the state forming the separating point of the basins of attraction of the potential conventions 
corresponds to the mixed strategy Nash equilibrium. However, for the stag hunt game of Matrix 
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6, this is located when the probability ofplaying a is 0.5. Now notice that, while the equilibrium- 
payoffs in this game are identical to those of the game of Matrix 5, the basin of attraction for 
the Pareto-efficient convention has shrunk. That is, the risk dominance of the Pareto-dominated 
equilibrium (b,  b) is counteracting the attraction of the Pareto-efficient convention. In fact, it 
turns out that if individual learning or social imitation processes are portrayable as evolutionary 
processes, learning and imitation dynamics in general tends to select risk-dominant conventions 
relative to Pareto-efficient ones (cf. Sugden 1999, p. 458). 

In conclusion, what the shift to an evolutionary framework shows us is that any learning or 
social imitation dynamics for which the evolutionary dynamics may function as a metaphor will 
tend to drive a population playing a symmetric coordination game towards evolutionary stable 
conventions instantiating one of the pure-strategy Nash equilibria on the classical approach. In 
particular, it shows that such coordination may be achieved in the absence of strategic rational- 
ity. Further, the evolutionary reconstruction seems to lend substance to Lewis' claim that we 
should not expect to see behavioural patterns corresponding to the mixed strategy equilibrium 
materialise; or alternatively, why we should not attribute to behavioural patterns the nature of 
mixed strategy equilibria in this type of games. Thus, fundamental assumptions of the theory of 
convention are apparently saved. 

7.4 EVOLUTION AND LABELLING ASYMMETRIES 

Things, however, are not that simple when trying to extend the evolutionary framework so as 
to include paradigm examples of what has been referred to as labelling asymmetric or discrim- 
inatory conventions of coordination (cf. Sugden 1989 and Hansen 2006). Consider the division 
of labour game of Matrix 7. 

Player 1 
a b  

Player 2 a 

b 

Matrix 7: The division of labour game 

This game, usually referred to as the battle of the sexes, is a game of partial coordination and 
has often been attributed to social systems in which conventions for a division of labour is estab- 
lished (see e.g., Ullman-Margalit 1977). To see why, notice that this game illustrates why even 
disfavoured individuals may be reluctant to challenge a given division of labour and try to pre- 
vent members sharing their situation to do so, thereby keeping the convention stable. Given the 
fact that an established convention for a division of labour instantiate a strict Nash equilibrium, 
deviation by disfavoured individuals inflicts a payoff loss on themselves. Likewise, if the game 
is taken to be played by individuals associated with a group constituted by some arbitrary feature 
individual deviation may affect the expectations dependent on this feature by other groups of 
players, such that deviation may end up inflicting a payoff loss on the rest of the group (this latter 
intuition, not facilitated by classical game theory, turns out to be supported by the evolutionary 
approach below). 

However, if taking an identical evolutionary modelling approach to this game as to the pre- 
viously analysed games, it turns out that the only evolutionary stable state is that corresponding 
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to the mixed strategy Nash equilibrium. Consequently, the mixed strategy Nash equilibrium is 
also the global attractor to which any initial population converges, including initial populations 
instantiating one of the pure strategy Nash equilibria. Consequently, evolutionary dynamics like 
the replicator dynamics inevitably drives any population to the state assigning the probability of 
f to the play of strategy a and the probability o f f  to the play of strategy b. Apart from appear- 
& utterly disappointing in the context of the the& of convention, the agents playing this game 
have also reason to be disappointed. This state leaves them with the mere expected, though more 
'egalitarian', payoff o f f ,  which is significantly worse than if they were able to coordinate on one 
of the potential conventions of the game. But why does evolution not favour the emergence of 
conventions in this game? 

One may see why by considering a case of a discriminatory convention reported by Lewis 
of re-establishing cut off phone calls. For a period, all local phone calls were cut off without 
warning after three minutes in his hometown Oberlin, Ohio due to technical problems. Soon, 
Lewis reports, "a convention grew up among Oberlin residents that when a call was cut off 
the original caller would call back while the called party waited" (Lewis, 1969, p. 43). Now, 
intuitively this game should be formalised as the Telephone Game in Matrix 8 below. 

Original Receiver 

call back wait 

Original Caller call back 

wait 

Matrix 8: The telephone game 

This game shares a crucial feature of the strategic structure with the division of labour. Just as 
in the division of labour the players have to coordinate on playing dtfferent strategies relative to 
each other in the telephone game; and in particular, just like for the division of labour game it 
turns out that the replicator dynamics carries any initial population to the mixed strategy Nash 
equilibrium. This is located in the state where everyone is conditioned for playing call back 
half of the time and wait the other half (or, alternatively, the polymorphic population state where 
half of the agents play call back all the time, while the other half play wait), a state yielding the 
average payoff of 0.5 to each agent. However, such a formulation makes it clear what is wrong 
with directly applying the single population replicator dynamics to the division of labour game 
as well as the telephone game. People in Lewis' hometown where obviously able to coordinate 
because they where able to condition their choice of strategy on whether they were the original 
caller or not. This is equivalent in the game-theoretic framework to saying that they were able 
to condition their choice of strategy on their player position, a labelling asymmetry of the game 
which according to classical game theory is irrelevant. Unfortunately the single population repli- 
cator dynamics does not take this possibility into account. Agents are conditioned to playing 
some pure or mixed strategy of call back or wait without giving any attention to whether they are 
the original caller or not. 
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7.5 DISCRIMINATORY CONVENTIONS AND MULTI-POPULATION MOD- 
ELS 

Fortunately the evolutionary framework may be tailored to deal with this problem. If agents 
begin to condition their strategies on their player positions, then their individual learning pro- 
cesses will have to operate within two different scenarios: one in which an agent is the original 
caller and one in which he is the original receiver. This leads the exploration into the field of 
evolutionary selection in multi-population models. 

In multi-populationmodels it is assumed that large (technically infinite) populations of agents 
interact, one such population for each player position of the game. Repeatedly, agents are ran- 
domly dram+ne for each population-to play the game. Formally, a population state is identi- 
cal with a pure- or mixed strategy for a player position. It is these population states that are mod- 
elled as interacting. Taken together, such states (one for each population) constitute a pure- or 
mixed strategy profile of the game. However, little may be said in general about multi-population 
modeling. For instance, there appears to be no strict consensus as to how the criterion of evo- 
lutionary stability should be extended to multi-population interactions. Even further, multiple 
extension of the replicator dynamics exist (cf. Weibull 1995, p. 165). 

Still, some interesting conclusions may be drawn. For instance, when some fraction of a 
population state changes strategy by creativity or error, this fraction will never meet members of 
its own population, for the simple reason that each agent in any of the interacting populations 
is always matched with agents from the other population(s). Thus, where such strategies may 
have done poorly against themselves in single population models, this is not an issue in a multi- 
population model. They may survive and invade their population due to them doing quite well 
against the strategies of another population. Consequently, non-strict Nash equilibria like the 
mixed strategy equilibria of Matrix 7 and 8 become vulnerable to invasions. On this background, 
the different criteria for multi-populational evolutionary stability are formulated so that they are 
met only by strict Nash equilibria (Weibull, 1995, p. 163). That is, for games of asymmetric 
labelling such as that of Matrix 7 and 8, the mixed strategy Nash equilibria turns out to be 
unstable in multi-population models on the evolutionary approach, while only the pure strategy 
equilibria facilitate stability as they correspond to strict Nash equilibria. 

This gives way to an interesting conclusion. Using the 'standard' n-population replicator 
dynamics formulated by Weibull(1995, pp. 171-181) gives a dynamics for the game of Matrix 7 
(Figure 1). 

The vertical axis gives the frequency distribution of strategies a and b, respectively, within 
'Population 1' corresponding to the player position of Player 1. Likewise, the horizontal axis 
gives the frequency distribution of strategies a and b, respectively, within 'Population 2', the 
player position of Player 2. Where the mixed strategy equilibrium profile was seen to corre- 
spond to a globally attractive population state for the replicator dynamics in the single popula- 
tion model, the portrayed trajectories of Figure 1 show that population states corresponding to 
pure strategy Nash equilibria constitute evolutionary stable states in the two-population replica- 
tor dynamics of the game of Matrix 7, while the state corresponding to the mixed strategy Nash 
equilibrium has disappeared as a stable state. The reason for this stark qualitative contrast be- 
tween the single- and two-population models is that when interaction takes place between two 
distinct populations, there arises the possibility ofpolarisation in behaviours. The slightest de- 
viation from identical population distributions corresponding to the mixed Nash equilibria may 
lead the player populations toward specialisation in dzrerent pure strategies (Weibull, 1995, p. 
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population 2

population 1

Figure 1: Two-population replicator dynamic solution trajectories in the game of Matrix 7

183). In the game of Matrix 7 this means that one population distinguishable by some arbitrary
feature will specialise in (be carried by the dynamics towards) the state corresponding to the
Nash equilibrium in which they are favoured, while the other population will move towards the
state corresponding to the Nash equilibrium in which they are disfavoured. Which of the two
possible evolutionary stable states, that is, which of the two potential conventions, will emerge
depends on the initial population state of the game.

7.6 THE EMERGENCE OF DISCRIMINATORY CONVENTIONS

However, Sugden (1989) has pointed out that it does not seem plausible that everyone in
the population at the same time should come to conceptualise their coordination problem as one
facilitating coordination by conditioning their strategies on exactly the same arbitrary feature.
That is, it is most likely that to begin with only a small fraction of the population will come
to conceptualise their problem as one in which who was the original caller or the like could
be relevant instead of just ignoring this. Intuitively one may think of this scenario as a battle
between two uneven forces working in opposite directions: one that operates on the majority of
agents in the population (namely those who ignores such features) pushing towards the mixed
strategy Nash equilibrium, and one that operates on a small minority who by accident attaches
significance to this, pushing towards one of the potential conventions based in casu on who is the
original caller. However, the evolutionary framework reveals a conclusion to the contrary.

Consider the single population of Oberlin residents playing the mixed strategy Nash equilib-
rium of the telephone game of Matrix 8. In this population everyone receives a payoff of 0.5 on
average. If the population is taken to be monomorphic and any one agent or small fraction of
agents should deviate from this equilibrium so as for instance to assign the probability of 0.4 to
call back when cut off, they would still receive an average payoff of 0.5 when meeting a 'con-
formist'. Yet, they would only receive a payoff 0.48 when meeting other 'deviators' from their
fraction. Consequently, in the long run the fraction of deviators will perish. The same argument
pertains if the population is taken to be polymorphic. If any one agent or some small fraction p
of agents should deviate from their role of playing either call back or wait in the state instanti-
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ating the mixed strategy Nash equilibrium, then they would receive a payoff of 0.5 in (1 - p) 
encounters and 0 in p encounters. As p is positive, this will necessarily imply a payoff less 
than 0.5, the payoff that any conformist will continue to get. Consequently, in the long run the 
fraction of deviators in a polymorphic population will perish. All of this is as expected: for a 
single population evolutionary dynamics the mixed strategy Nash equilibrium of the game is an 
evolutionary stable state. 

However, consider now that in the mixed strategy equilibrium 1.6% of the Oberlin residents 
will experience that in their last three games coordination was established by the original caller 
calling back while they waited (or the other way around). This might lead some of them to adopt 
the corresponding convention conditional on their player position on the false belief that other 
players slightly tend to follow this in general. If this is the case, they will thereby make what was 
originally a false belief true. Further, this fraction p of deviators or 'conventionalists' will on 
average receive a payoff approximating that of 0.5 x (1 - p) + 1 x p, which will always be than 
what conformist receive on average in the mixed strategy Nash equilibrium. Hence, keeping to 
the intuitive interpretation of the dynamics, their belief in the tendency is likely to be reinforced. 
As p increases, this payoff increases as well. In the long run, the 'conventionalists' flourish, 
while the conformist will gradually die out. Now, of course, at some point 'conventionalists' 
conforming to different potential discriminating conventions will start meeting each other. In 
this case the initial distribution of these 'conformists' between the potential conventions will 
determine which of these will become established. Still, the picture is clear. Only a small fraction 
noticing the possibility of conditioning their strategies on player positions leads to the emergence 
of one of the potential discriminatory conventions. 

7.7 CONVENTIONS AND INDIVIDUAL INTERESTS 

So far, it appears that the emergence of some potential convention for solving a coordination 
problem is always in the interest of the members of a population. Consequently, conformity to 
a social convention is always in the interest of the individual parties of that convention. From 
this it may be thought, then, that if observing agents acting in conformity with some established 
convention, following this convention is always in their interest relative to a state of coordination 
failure. That is, should any one member complain about a given convention, one could rightfully 
remind him that he should be happy about the convention as conformity serves his own interest. 
However, a conclusion to the contrary follows by considering the hawk-dove game of Matrix 9; a 
slightly amended version of that utilised by Maynard Smith (1982) and Sugden (1989) to explore 
situations where two agents dispute over a given resource. 

Player 1 

Dove Hawk 

Player 2 Dove 

Hawk 

Matrix 9: A Hawk-Dove game 

On the classical analysis three Nash equilibria exist: two in pure strategies, where one of the 
players play 'dove' while the other plays 'hawk', and one in mixed strategies where each player 
plays 'dove' two-thirds of the time. Further, it may be noticed that the more 'egalitarian' strategy 
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profile where both players play 'dove' is not a Nash equilibrium. Each player would prefer to 
play 'hawk' as soon as they come to expect the other to play 'dove'. 

On the single population evolutionary analysis any population state corresponding to the 
mixed strategy Nash equilibrium turns out to be the unique evolutionary stable state. In such 
states each agent receives an average payoff of 1 f. Now, it is obvious that everyone would ben- 
efit if everyone would instead play dove. In fact, each agent in the unique evolutionary stable 
state would benefit individually by defecting from this so as to adopt the dove strategy (in poly- 
morphic populations) or, alternatively (in monomorphic populations), if everyone increase the 
probability of playing the dove strategy. Unfortunately, however, as soon as this happens, every 
agent will then benefit individually by making a change towards playing 'hawk'. In particular, 
in the state where everyone play 'dove' an intruding fraction of 'hawks' would flourish until the 
state corresponding to the mixed strategy Nash equilibrium is restored. 

Next, consider the game when agents are given the opportunity of conditioning the play 
of strategy on player positions. In the case of fighting over a resource one labelling through 
which this possibility could be acquired is if some small fraction of agents come to believe in 
a tendency for 'first comers' to play hawk and 'last comers' to play dove. In classical game 
theory, re-labelling is irrelevant to the strategic structure of the game. But as the previous section 
revealed it may play an important role for evolutionary processes. 

Now, in the hawk-dove game with labelling asymmetry populations states corresponding to 
the two pure strategy Nash equilibria (assumed to be potential conventions) are the only evo- 
lutionary stable states of the game. Consider a polymorphic population playing the state cor- 
responding to the mixed strategy equilibrium of the game. Remember, in this state each agent 
receives a payoff of 13 on average. However, should a small fraction come to believe in a ten- 
dency for 'first comers' to play hawk and 'last comers' to play dove (or vice versa) and adopt the 
corresponding convention, these would receive the same payoff on average when meeting 'non- 
conventionalists', but a payoff of 1.5 on average when meeting other 'conventionalists' given that 
the asymmetry is perfectly cross cutting (the process by which the agents are assigned to either 
of the player positions is completely random). Consequently, relative to 'non-conventionalists', 
'conventionalist' population shares will prosper and ultimately take over the population, which 
will then be in a state corresponding to one of the two pure strategy Nash equilibria, where 'first 
comers' play hawk while 'last comers' play dove, or vice versa. These states are evolutionary 
stable. If 'late comers' are always sure that their opponents will play hawk, their best reply is 
to play dove; and likewise, if 'first comers' are always sure that their opponents will play dove, 
their best reply is to play hawk. The same goes for the alternative convention by these labels, 
where 'late comers' play hawk and 'first comers' play dove. Which of the two conventions result 
depends once again on the initial distribution of conformist to each potential convention. 

Returning to the question of whether following an established convention is always in each 
individual's interest relative to a pre-conventional state, it may be observed that this depends on 
whether the asymmetry on which it is based is stable, in other words whether the asymmetry 
continues to be perfectly cross-cutting. As long as this is the case, all agents will be happy 
that the convention emerged so as to solve their coordination problem. The established state 
of convention will be preferred by all to the pre-conventional state corresponding to the mixed 
strategy equilibrium of the game. If, however, the frequency by which agents are assigned to 
a player position changes sufficiently, the established convention may stop serving the interest 
of every participating agent relative to the pre-conventional state of coordination failure. In 
particular, if an agent is assigned less than 44% of the time in the current game to the player 
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position favoured by the convention, he will receive an average payoff less than that associated
with the pre-conventional state. However, if this should happen it is still in his interest to conform
to the established convention, as this convention still instantiates an evolutionary stable state of
the population. Though conformity to an established convention may always be in the local
interest of the participating agents, some of these may rightfully come to regret its establishment.

7.8 CONVENTIONS OF COOPERATION

The hawk dove game immediately prompts the question whether it would be possible for a
population to reach the socially optimal state where everyone play dove. Unfortunately this state
is undermined by a collective action problem similar to that of the famous Prisoners Dilemma
game of Matrix 10.

Player 1
cooperate deviate

Player 2 cooperate

deviate

Matrix 10: A Prisoners dilemma game

Though this game is not positing potential conventions, the possibility of the evolution of coop-
eration has been studied extensively within evolutionary game theory, resulting in conclusions of
much interest to the theory of convention (see Axelrod 1984, Sugden 1989, Jiborn 1999, Skyrms
2004, Hansen 2006).

Contrary to the games hitherto analysed, the problem in the Prisoners dilemma is not equi-
librium selection. Rather, it is reaching a state of cooperation, where the pursuit of individual
interest threatens to undermine such. That is, agents face a collective action problem, because
the state of cooperation is not a Nash equilibrium in itself. Yet this game is often invoked to anal-
yse fundamental preconditions of such phenomena as tax-payment, gun control, property rights,
restricted parking behaviour, self-serviced supermarkets; in general, behavioural patterns that
seemingly presuppose normative expectations or institutions prescribing behaviour from which
unilateral deviation enables the deviator to enjoy the benefits generated by general or near general
conformity without attributing himself in their absence. Though the lack of multiple equilibria
disqualifies analysis of the associated behavioural patterns as contingent threatening their status
as conventions, they may be regarded as contingent in a derivative sense: particular kinds of such
preconditions have been established in some social systems but not in others.

A standard approach to explaining cooperative behaviour has called on the necessary impo-
sition of sanction systems external to the situation of interaction, in order to make cooperative
behaviour a strictly dominant strategy (Matrix 11). To be specific, the claim is that sanctions
change the individually perceived payoffs and hence transform the preference structure to indi-
vidually rational cooperation (cf. Kavka 1983, Ostrom 1990).

Player 1

cooperate deviate

Player 2 cooperate

deviate

Matrix 11: Coercion in the Prisoners dilemma game of Matrix 10, with sanction —2
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This strategy has a notable precedent in Hobbes (1968) who interpreted the state as a Leviathan 
based on contract: an absolute sovereign established by everyone agreeing to confer all of their 
powers and rights to this common power, which thereby becomes strong enough to "tie them by 
fear of punishment to the performance of their covenants" (Hobbes, 1968, Ch. 17). However, be- 
sides raising the question of how sanction systems emerge in a pre-institutional or pre-normative 
state and how they are kept stable, it may be argued that such as explanatory strategy overlooks a 
fundamental feature of institutional reality: no sanction seems capable to mount the power nec- 
essary to bind its 'subjects' by fear ofpunishment alone to the performance of some of the most 
fundamental kinds of cooperative behaviour. This problem may be illustrated by observing what 
individuals actually do when such systems exist, but when they at the same time expect almost 
nobody to conform to their prescriptions. For instance, during the Los Angeles Riots in 1992, 
chaos broke out and crowds looted supermarkets, violated traffic rules, disregarded gun-control, 
property-rights and law and order in general.4 Situations like these show that formal sanction 
systems may be powerless against the overwhelming force deposited in a population. Thus, the 
effect of sanction systems appears to be conditional on the individual expectation of general or 
near-general conformity. Hence, invoking their imposition does not suffice to account for how 
collective action or cooperation problems are solved. 

What this means is that the standard interpretation of the effect of sanction systems (modelled 
in Matrix 11) has by and large been wrong. In particular, the type of Prisoners Dilemma may 
be challenged as an appropriate analogy for cooperation patterns. Instead, the appropriate game 
model may be argued to be that of the Stag Hunt. Thus, Hansen (2005) argues that this game is 
both appropriate if sanction systems exist (by annulling the effects of sanctions in the strategy 
profile of mutual deviation as in Matrix 12) or, if not, by iterating the Prisoners Dilemma game 
indefinitely in the shadow of the future, yielding a structurally similar game of Matrix 13 under 
suitable assumptions (see also Jibom 1999).5 

Player 2 
c d 

Player 1 c 

d 

Matrix 12: The Stag Hunt Game resulting from annulling the effects of sanctions in the strategy 
profile of mutual deviation 

4Another good example is the mutiny of the French army under the Nivelle offensive in WWI. Here more than 
20,000 soldiers refused to attack enemy lines, leaving the officers in recognition of the impossibility of punishing 
entire divisions or implement harsh measures. 

' ~ a t r i x  13 is taken from Hansen (2005, p. 90), who reaches this game fiom the standard Prisoners dilemma 
game of Matrix 3 by setting the shadow of the future at 3 and following strategy of Skynns (2004, p. 5) of cate- 
gorising the infinitude of available strategies in the game under one of two ideal-types of 'trigger' or 'reciprocal' 
and 'all d'. Thus, if Matrix 13 is to be read precisely strategy c refers to all strategies approximating so-called 
trigger or reciprocal strategies of the indefinitely repeated Prisoners dilemma of Matrix 10, while strategy d refer to 
all strategies of this game approximating the so-called 'all d' strategy. 
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Player 2 

c d 

Player 1 c 

d 

Matrix 13: The Stag Hunt Game resulting from iterating the PD-game indefinitely in the 
shadow of the future 

This reinterpretation makes the basic problem of cooperative behaviour a true coordination prob- 
lem. By comprising multiple equilibria it reveals the surprising fact that cooperation may ulti- 
mately be a matter of contingency in a non-derivative sense. If this is true, exploring cooperative 
behaviour from the perspective of the theory of convention may turn out to have profound impli- 
cations for understanding the nature and dynamics of such behaviour. 

Turning to an evolutionary analysis, then, it is known from the above analysis of the Stag 
Hunt game that the Pareto-efficient equilibrium corresponds to an evolutionary stable population 
state. However, from that analysis it is also known that the population state corresponding to the 
mixed strategy Nash equilibrium under the replicator dynamics forms an evolutionary non-stable 
separating point for the basins of attraction belonging to each of the pure-strategy Nash equilibria 
of the game, the other being the risk-dominant one. What this basically means is that if initial 
populations playing the stag hunt of Matrix 12 or 13 are formed at random, half of these will go 
to the payoff dominant state of universal cooperation, while the other half will be camed to the 
risk dominant state of universal defection. 

On the one hand this is really good news. What have been provided by the evolutionary ap- 
proach is the rudiments of an account of how contingent equilibrium behaviour can emerge and 
stabilise in the stag hunt game. That is, by analogy, the rudiments of an account for how con- 
ventions of cooperation may emerge and stabilise both for scenarios incorporating the existence 
of sanction systems and scenarios where such are absent, but where the shadow of the future is 
sufficiently large. On the other hand, it is crucial to notice that the basic assumption in the study 
of cooperation is that the initial social state is one of universal defection. Under this assumption, 
prospects of cooperation are still extremely poor. The dynamics of the stag hunt game of Matrix 
12 and 13, for instance, reveals a strong pressure capturing the population in a state of univer- 
sal defection: for cooperation to emerge in the first place, it is required that more than 50% of 
the population 'mutate' simultaneously by creativity or error from playing d to playing c (for a 
similar result see Skyrms 2004, pp. 11-12). This is the threshold problem. 

Notice that up until this point it has been assumed that a game is played repeatedly between . . 

randomly correlated pairs of players within one or more large populations. However, this as- 
sumption is obviously at odds with the context of most social interaction. Individuals usually 
interact with certain other individuals with a higher frequency than with other individuals. One 
reason for this is that individuals are spatially located and hence tend to interact only or to a 
higher degree with those located nearby their location. This leads to the conjecture that some 
kind of spatial correlation may improve on the prospect for cooperation. 

Brian Skyrms (2004) discusses the effects of local interaction in the stag hunt. Although 
Skyrms finds local interaction to improve somewhat the prospect for cooperation-a smaller 
fraction of c players than that prescribed in random correlation is stable or may spread when 
located next to each other-the threshold problem remains (see Skyrms 2004, Chapters 1 & 3). 
Skyrms' analysis is carried out in a local interaction model comprising a 100-by-100 square 
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lattice where each square is occupied by a player playing the stag hunt with his Moore (8) neigh-
bourhood (i.e., with her neighbours to the N, NE, E, SE, S, SW, W, NW) with the payoffs given
in Matrix 12 except for mutual d yielding a payoff 2 to each agent (see Skyrms 2004, p. 32).
The dynamics he chooses is the simplest case of an evolutionary imitation dynamics—imitate
the best of your neighbours. In this model Skyrms finds that the population is carried to universal
cooperation more often than under a best-reply dynamics as well as the replicator dynamics in a
population with random correlation. To be specific, with the particular payoffs of the stag hunt
chosen by Skyrms the dynamics carries the population to universal stag hunt when the fraction of
cooperators in the initial population exceeds two-thirds, as compared to the three-fourths needed
in random correlation under the same payoffs. Skyrms concludes that, "local interaction opens
up possibilities of cooperation that do not exist in a more traditional setting, and that imitation
dynamics is often more conducive to cooperation than best-response-dynamics."

However, according to Skyrms the 'imitate the best of your neighbours' dynamics is not the
most realistic one. An 'imitate the strategy that performs best on average in your neighbourhood'
is more realistic. Yet he chooses not to model this alternative. Hansen (2005) constructs a local
interaction model based on this dynamics with the following two specifications: (1) an agent
only imitates the strategy that performs best on average in his neighbourhood if this did better
in the last round than he himself did,6 and (2) the stag hunt game played has the payoffs of the
game in Matrix 11. Each agent is then taken to occupy a cell in a n x n lattice, where n is large
(technically infinite) and playing the game with his Moore (8) Neighbourhood. Figure 2 reveals
the result: given that 6 agents in adjacent cells forming a 2 x 3 square mutate so as to play c
in the stag hunt, the 'imitate the strategy that performs best on average in your neighbourhood'
dynamics leads to universal cooperation.

To be sure, this result does not obtain for a similar local interaction model playing a stag
hunt with the payoffs chosen by Skyrms (2004, Ch. 3). However, as evolutionary dynamics are
payoff sensitive so is Skyrms'. Thus, if enhancing the payoffs resulting from joint stag hunt in
Skyrms' version to 4 | and mutating 9 agents in adjacent cells forming a 3 x 3 square so as to
play c in the stag hunt the same result obtains: stag hunt spreads so as to invade the whole of the
population (Hansen, 2005). One might question the credibility of such models by asking what
the possibilities are for the necessary initial configurations of cooperative agents appearing in the
model. Answering this on an analytical level is not as difficult as it may seem. If the lattice is
infinite and the game repeated indefinitely with a low mutation rate it may be argued that it is
quite likely that at some point these configurations will appear. How often depends on the chosen
mutation rate. In particular, as pointed out earlier, the very low mutation rates usually assumed
in evolutionary models may be questionable for populations of human agents.

7.9 CLOSURE

What has been shown is the analytical success of evolutionary game theory in solving the
Nash equilibrium selection problem in a variety of simple but paradigmatic games of conven-
tion. Such analytical success, however, need to be evaluated and qualified in terms of a credible
interpretation of what goes on in complex real world social interaction, if only to restrain any pre-
mature enthusiasm similar to that with which von Neumann and Morgenstern's Theory of Games

6 In case of ties it is assumed that the agent keeps his strategy. This assumption turns out to slow down the spread
of conditional cooperation, why the result does not depend on it.
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Figure 2: Cooperative strategies invading a 'defectionist' population state in a local interac- 
tion model 

and Economic Behavior was met. Not that one should reject being enthusiastic about von Neu- 
mann and Morgenstern's great accomplishment through the provision of classical game theory. 
But as was the case with classical game theory in relation to strategic behaviour, there are signif- 
icant reasons to assert that evolutionary game theory is very far from delivering a comprehensive 
theory of the nature and dynamics of social conventions and associated behaviour. 

Most importantly, the features allowing the framework of evolutionary game theory to ex- 
plicitly model the population dynamics of strategies poses a profound problem when applied 
to human social behaviour. To see this, one may begin by noticing the simple and basic intu- 
ition behind the evolutionary approach (Axelrod, 1984, p. 169): "whatever is successful is likely 
to appear more often in the future." In the biological application of evolutionary game theory 
the corresponding principle works through genetical heredity and differential reproductive suc- 
cess. However, the application of evolutionary game theory makes for asking how the concept 
of payoffs representing reproductive success in biological applications should be interpreted in 
the context of human social behaviour. In particular, contrary to the expected payoffs of clas- 
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sical game theory (von Neumann & Morgenstern subjective utilities), evolutionary game theory
generally presumes that payoffs are interpersonally comparable. This is especially clear as the
growth rate of a strategy is defined as a function of its average payoff such as in the replicator
dynamics. In order to calculate this average there must be some natural way of comparing the
payoffs to each agent following a strategy in some particular state of the population.

Besides posing serious theoretical problems of interpretation, this feature of the evolutionary
approach yields intractable problems even for pragmatic inquires concerning social conventions.
For some of the examples, the presumption that interpersonal comparisons are meaningful do
not distort the relevant argument. For instance, in the telephone game the interest is in the possi-
ble effects of player positions rather than the particular dynamics. However, for other examples
this is not necessarily true. For instance, if studying the phenomenon of the division of labour
or property rights where the assignment of player-positions cease to be perfectly cross-cutting,
it should be remembered that in many cases real world individuals belonging to disfavoured
groups may devalue or even cease to desire what they perceive as unattainable due to the mech-
anism of cognitive dissonance reduction (Elster, 1989, p. 4), or, alternatively, may 'fall prey' to
the phenomenon of relative frustration appearing if people quite reasonably come to reject the
legitimacy of a convention assigning them less of some good relative to other groups merely due
to some arbitrary feature.

On the practical level such phenomena seriously distort the perceived easiness by which
payoffs may be thought to be attributed to agents of social interaction, whereby the postulated
dynamics are rendered highly questionable. Ultimately, this pushes the theory of convention
in the midst of a current battle between behavioural game-theorists on the one hand and ana-
lytic, classical and evolutionary game-theorists on the other. One crucial issue here is whether
the payoff functions of human agents are fundamentally effected by such phenomena as relative
frustration or other fairness considerations as claimed by the former, or whether such phenom-
ena are just temporary responses of disequilibrium behaviour that gradually adapts to the real
and overwhelming forces of the underlying dynamics (see e.g. Camerer 2003, Fehr et al. 2004
and Binmore 2005). Caution is recommended as the word is still out even on the most basic
assumptions utilised in re-erecting a theory of convention within an evolutionary framework.
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This paper deals with the evolutionary theory of games, and in particular the theory of evolution-
ary language games, a discipline which arose from the union of evolutionary game theory and
language games. After giving an overview of the historical background, we will provide a review
of some of the key works on evolutionary language games. We will then propose some simula-
tion models for the evolution of language which aim (i) to verify previous results and (ii) to show
how the presence of a topological structure influences the communication among individuals.

1 INTRODUCTION

The linguistic system appears to follow an evolutionary trajectory parallel to the genetic one
(i.e., they co-evolve, see Cavalli-Sforza 2001). Isolation, either social or geographic, causes evo-
lution and genetic differentiation to occur independently from one another. The same happens
with languages: isolation reduces cultural exchanges and languages of isolated populations be-
come more and more differentiated. The study of the emergence of these isolated clusters of
languages has been the motivation for our research.

The subject of this paper is the theory of evolutionary language games, which is derived from
two disciplines that were originally unrelated: evolutionary game theory and language games.
We will give a brief insight into these two topics in Section 2.

In Section 4 we present two multi-agent simulation models to study the evolution of lan-
guages, based on (two player) evolutionary language games. The first model proposed (Sec-
tion 4.1) is based on a mathematical model of Nowak & Krakauer (1999), Nowak et al. (1999)
and Nowak (2000) and is designed to reproduce and verify (or refute) the results obtained in the
simplest mathematical model. The second model (Section 4.2), again inspired by Nowak's work,
extends the authors' first model with the introduction of a significant characteristic: a world
where the languages live and evolve, and which influences interactions among individuals. The
goal of this second simulation is to show how the presence of a topological structure influences
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the communication among individuals and contributes to the emergence of clusters of different
languages.

Even though our models are largely based on Nowak's work, we should bear in mind that
there have been many other models for the evolution of language (see the review papers by
Kirby 2002b, Steels 1997a and Turner 2002). Section 3 summarises three such models.

2 HISTORICAL BACKGROUND

This research focusses on the evolutionary theory of games, and in particular on the the-
ory of evolutionary language games, studied with the use of discrete simulation models. Evo-
lutionary game theory was introduced by British biologist John Maynard Smith (1920-2004),
whilst the idea of language games was developed by Austrian philosopher Ludwig Wittgenstein
(1889-1951). The theory of evolutionary language games arose from the merger of these two
disciplines.

2.1 MAYNARD SMITH'S EVOLUTIONARY GAME THEORY

According to Pinker & Bloom (1990), the ability for humans to learn languages is a product
of natural selection. Therefore, genetic evolution can be considered to be the main reason for the
origin and emergence of language in human beings.

Mathematical optimisation is the most appropriate tool when we want to understand why
natural selection has preferred some features more than others. The theory of games is preferable
when it is important to know the interactive behaviour of all the individuals in the population.
The passage from classic to evolutionary game theory happens when the individuals learn, adapt
and evolve over evolutionary time.

Evolutionary game theory, introduced in Maynard Smith (1982) and Maynard Smith & Price
(1973), is a way to think about evolution from a phenotypic point of view, where the fitness (i.e.,
the ability to prevail) of certain phenotypes depends on how frequent those phenotypes are in
the population. Evolutionary game theory is of fundamental importance when studying evolving
individuals which can dynamically learn and adapt themselves to the environment (Hobauer &
Sigmund, 1998).

The main differences between classical and evolutionary game theory are in the variations on
the concepts of strategy, equilibrium and interactions among players or agents (Maynard Smith
& Price, 1973):

Strategies: The set of strategies is replaced by the set of genotypes (in biology) or cultural form
(human society); individuals "inherit" or "choose" variations from these sets;

Equilibrium: The Nash equilibrium of classic game theory is substituted with the concept of an
evolutionary stable strategy, a strategy is evolutionary stable if the population/society that
use it cannot be invaded by a different group with a different genotype/alternative cultural
form;

Interactions: Players are coupled repeatedly and randomly, and play according to the strategies
based on their genomes but typically not on the past history of the game.
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2.2 WITTGENSTEIN'S LANGUAGE GAMES

According to Ludwig Wittgenstein's Philosophical Investigations (1953, §7):

We can also think of the whole process of using words in [an elementary language] as one of
those games by means of which children learn their native language. I will call these games
'language games' and will sometimes speak of a primitive language as a language-game.
And the process of naming the stones and of repeating words after someone might also be
calling language-games. [... ]
I shall also call the whole, consisting of language and the actions into which it it woven, a
'language-game'.

Language games, as presented by Wittgenstein (1953), are regarded as involving both a lan-
guage and the actions required to deal with it. They can be seen as the process of using words
by which children learn their native language. Through (the use of) the game, the words of the
language get their meaning, which is seen as the purpose of those words. The words are not
held to refer to objects, but defined through the ways they are used in the context. This view
of the meaning of a word as its 'use' contrasts with the classical interpretation of meaning as
'representation'.

When first presented the idea, Wittgenstein did not consider language games to have any
evolutionary aspect. However, it is possible to assign an evolutionary interpretation to language
games by defining a parallel between genetic and linguistic evolution: here we consider lan-
guages as species and the rules that characterise the languages as genes.

3 THE STATE OF THE ART

As noted in Section 2, evolution (both genetic and linguistic) can be studied by means of
game theory, where a game is an interaction either between players or between a player and
the environment. In the literature on the evolution of communication systems, the combination
of evolutionary game theory and language games (i.e., evolutionary language games) has been
applied in quite different contexts. We present three of the most significant examples of these
applications.

3.1 KIRBY'S COMPUTER SIMULATIONS

The basic idea in Kirby (2000) and Kirby & Hurford (2002) is to consider a language as the
result of the intersection of three different complex adaptive systems:

Individual learning: Children adapt their knowledge of a language in response to the environ-
ment;

Linguistic evolution: Languages change over time;

Biological evolution: The learning mechanism adapt in response to selection pressure from the
environment.

Given the variety of systems involved in the emergence of a language, it is hard to understand
the interactions among these three systems, and it is not clear which one is the best methodology
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to study the evolution of language. To solve this situation, Kirby proposes a model to study the
process by which learning is transmitted across generations (Iterated Learning Model, ILM; see
Kirby 2000 and Kirby & Hurford 2002).

According to these proposals, each language has two representations, internal (I-language)
and external (E-language), and is transmitted from one generation to the other through use
(from internal to external) and through learning (from external to internal). According to Kirby
(2002a), these transformations act as a bottleneck on the transmission of a language over time.
Kirby's model represents the structure of correspondences between meanings and signals and
vice versa, which does not have to change despite the bottleneck.

The simulations are initialised without having any former linguistic systems, in other words
the adult agents need not have any I-language and the population need not have any E-language.

At each iteration of the model, an adult agent emits some signals corresponding to a set of
given meanings. The resulting pairs (meaning-signal) represents the pool of data from which
the learning agents learn (i.e., their E-language). After a learning period, the learning agents
create their own individual I-language (i.e., they become adults). Some new learning agents are
introduced to the population, and some of the 'old' adults are removed to keep the population
size constant.

The result of the simulation is the emergence of a linguistic system, which is stable and
expressive. Stability (i.e., how much the language of the learner differs from the language of the
adult) and expressivity (i.e., the proportion of the space of the meanings covered by the signals)
vary according to the size of the learning pool.

3.2 STEELS' ROBOTIC AGENTS

Steels (1998, 1997b), using robotic agents together with software simulation ('Talking
Heads'), analyses the process of the evolution of language through the theory of evolutionary
language games.

The purpose of the experiments is to prove that the mechanisms that generate complexity in
biological systems (i.e., evolution, co-evolution, self-organisation, and level formation) can also
be used to explain the evolution of complexity in language. The hypotheses are that languages (i)
are an emergent mass phenomenon that happen through the interaction among individuals, (ii)
are not completely known or controlled by an individual, and (iii) emerge spontaneously once
some physical, psychological and social conditions are satisfied.

Steels defines different kinds of language games according to different aspects of evolution:

Discrimination games: Discrimination games create the meanings of words;

Linguistic games: Linguistic games determine the formation of the lexicon;

Imitation games: Imitation games evolve phonology (i.e., the repertoire of phonemes that char-
acterise the language).

The second mechanism here refers to co-evolution. Linguistic games require that the meanings
created via discrimination games are distinct enough (not to be confused with one another) and
that the lexicon is able to describe all of these meanings: the higher the number of meanings to
be used in the game, the larger the size of the lexicon.

Self-organisation arises when a certain number of equally good linguistic structures exists,
but only one of them is selected and adopted by the population (as we have already noted, there is
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no centralised control over the agents). Self-organisation can happen only when random mutation
becomes predominant.

The last key point is the formation of level that emerges in biology when a certain number
of independent entities develop symbiotic relationships. From a linguistic point of view, the
formation of levels justifies the emergence of the syntax of a language.

3.3 NOWAK'S MATHEMATICAL MODELS

The mathematical model of Nowak & Krakauer (1999), Nowak et al. (1999) and Nowak
(2000) is concerned with howproto-languages emerge in a non-linguistic society, and how a spe-
cific signal could be associated with a specific object. Assuming that languages evolve through
communication, the basic evolutionary language game underlying this model consists of two in-
dividuals that emit a certain number of sounds to exchange information about a certain number
of objects. In this model, an individual can be interpreted as the language it speaks and vice
versa.

Suppose that there are n objects and m sounds (in the following, we will assume n = m).
The set of pairs (object, sound) is the vocabulary on which the language is defined. The language
C of each individual is defined by an association matrix A{n x m) the entries a y of which are
non-negative real values that represent the strength of association between the object i and the
sound ) (i.e., how often the individuals have referred to the object i by producing the sound j).
Each individual acts both as a speaker and a listener:

Speakers: Speakers are characterised by the active matrix ? ( n x m), the entries py of which
representing the probability that the object i is associated with the sound j ;

Listeners: Listeners are characterised by the passive matrix Q(vn x n) , the entries q^ of which
representing the probability that the sound j is associated with the object i.

Entries in V and Q are derived from those in A through normalisation on rows and columns,
respectively:

Let us consider two individuals (i.e., players), I and I', who speak language C and C (with
C / C). The language game is defined as follows. I sees an object i and emits a sound; the
probability that V infers the same object i is given by:

m
pyG7>, q ^ G Q ' . (2)

The ability of I to communicate with I ' is the sum, over each of the n objects, of all these
probabilities.

The payoff of the game between the two individuals is the average between the ability of I to
communicate with I', and the ability of I' to communicate with I. In other words:

-. n m

¥{C,O = j Z I J P u f l j . i + KjiJ.i)- (3)
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Since the individuals are both speakers and listeners, the game is symmetric, that is, F(£ ,£ ' ) =
Y(C\C). Each player's total payoff will be the sum (over all possible player pairs) of that player's
individual payoffs.

Based on one of the main assumptions of evolutionary game theory, the payoff of each in-
dividual represents its fitness. Therefore, each individual generates a number of offspring pro-
portional to its payoff (as a fraction of the total payoff). The set of new individuals completely
replaces the old generation. That is, the population size is constant over time.

Each individual in the new generation will learn its language by sampling its parent's active
matrix V (observing the answers its parent gives to refer to specific objects), giving rise to the
sampling process:

Ao - ^ Vo - ^ .4i —> Pi —> • • • , (4)

where k is the number of samples each offspring makes on its parent's active matrix, namely the
number of answers that the new individual observes.

4 SIMULATION MODELS

Based on the assumptions of Nowak's mathematical model, we now propose two agent-based
discrete simulation models (see also Di Chio & Di Chio 2006a,b).

The first of these models aims to reproduce and verify Nowak's results. The process sim-
ulated is the one in which, starting from a population of (individuals who speak) different lan-
guages, the result is a single language spoken by the whole population. This final language
emerges and survives because its adaptive behaviour is superior to its rivals'. In other words,
the individuals who speak that language have a higher fitness than the ones speaking different
languages, and the latter will therefore disappear through evolutionary time.

The second model to be proposed is an extension of the first and is aimed to assist in studying
the environment's influence on the evolution of languages and the interactions among individuals.
Nowak's mathematical model describes quite accurately the emergence of a linguistic system
but, at the same time, it is grounded on some simplifying assumptions. In particular, there is no
environment able to influence the communication among the individuals. Since isolation is one
of the main reasons for the differentiation of languages and the emergence of linguistic groups,
we develop a simulation model adding to Nowak's world: an environment with a topological
structure in which the (individuals who speak the) languages live and evolve.

In both models and also in Nowak's work, there is no real distinction between a language and
the individual who speaks that language. Therefore, each agent in the simulation represents both
an individual and its language. More details on the implementation of both models are given in
Di Chio (2004).

4.1 THE BASIC MODEL

Following Nowak's notation, each language is defined by an association matrix A(n x vn)
with non-negative entries, selected at random for the first generation and through a sampling
function for the next generations (Equation 4). The size of the population is constant in time and
each new generation completely replaces the old one.
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The fitness is calculated as the sum of partial payoffs that each individual gains playing the 
language game (Equation 3). The number of offspring for each agent is proportional to its fitness. 

Since this model has been designed according to the mathematical model, we expect a similar 
behaviour to that in Nowak's: the emergence of a single, (possibly) optimum language, that is a 
language in which each sound is associated with a single object and vice versa. 

4.2 ADDING THE WORLD 

We now extend the previous model by placing the agents into an environment. The world 
where the agents live (in fixed cell locations) is a 2-D discrete grid topologically equivalent to a 
torus and the x and y dimensions of which are exogenous parameters. Agents produce offspring 
that will be generated and put into the environment according to a certain set of rules. 

We rewrite the payoffs of the language game between agents ah and ak (see Equation 3) as 

The similarities with the mathematical model end here. The computation of fitness, the genera- 
tion of offspring, and the positioning of the newborn agents now take into account the presence of 
the world. The fitness function is modified in such a way that the contribution to the fitness of the 
agent ah is higher for closer individuals it plays with. This mirrors a real-world situation, where 
communication is more likely to happen between individuals that are closest to each other (using 
some suitable metric). The number of offspring that each agent generates is still proportional to 
the agent's fitness, but the factor of proportionality is no longer the global fitness (the fitness of 
the whole population) but a 'locally global' fitness (i.e., the fitness of a suitable neighbourhood 
of the generating agent). To avoid too abrupt a separation among agents, we adopt a parameter 
of fuzziness in the definition of the neighbourhood, weighting the fitness of pairs of agents with 
a smooth function. 

We position the newly generated agents by putting the offspring either in neighbouring cells 
or in (a list in) the same cell as the parent. These strategies have been chosen to mirror a more or 
less strong isolation process (respectively). 

More formally, let d(ah, ak) be the Euclidean distance between the agents ah and ak, and 
let p(ah, ak) = ecd(ah,ak) be the function of d we will use to weight the payoffs. The fitness @ 
for ah is given by: 

@,, = 1 n(ah, addah, a d .  (6) 
kfh 

To compute the number of offspring, we have to take into account the 'locally global' fitness. If 
@(ah) is the global fitness relevant to the individual ah, and Ah is a suitable neighbourhood of 
ah, we have: 

The number of offspring sah for ah is proportional to the ratio between the individual's fitness 
and the global fitness, that is: 
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where UAH is the number of agents in AH- We do not know AH, but we can 'fuzzify' it and write,
for the global fitness:

®(aH) = ^ c j ) a k p ( a h , a k ) , (9)
k

and for n A h :

nAh = ^ p ( a h , ak) . (10)

In each generation, the population size N is constant. Therefore, we have:

rx n, n.

Thus, to retain the population size N per generation, the actual number of offspring for each
individual is given by:

N

where N / M is a normalisation factor.
At each generation, the offspring of the same language will be close to each other, their

fitnesses will be higher, and they will leave more offspring. This is a phenomenon which happens
locally and therefore we expect to observe the process of language clustering.

Starting from a population of many different languages (i.e., from many different populations,
each one made of just one language), the simulation shows how these languages spontaneously
move (closer or further away) until independent populations emerge. This happens without any
form of 'artificial' constraint: it is just due to communication.

4.3 RESULTS

We have implemented the models on the Swarm1 platform with the OBJECTIVE-C program-
ming language.2

The various settings for the parameters of the simulation runs are summarised in Table 1.

Parameter Value

(objects, sounds) (5,5), (10,10), (25,25)

Population size 100 individuals

Sampling parameter k 1,4, 7, 10, 25

Generations 100

Iterations 20

Table 1: Parameter settings

information can be found at www. swarm. org.
2Both simulations have been run on a 2.4GHZ INTEL PENTIUM 4® CPU with 512MB RAM with the

REDHAT® LINUX 9.0 operating system.
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Figure 1: Fitness values. Simulation model with (a) (objects, sounds) = (5,5) and k = 1. (b) 
(objects, sounds) = (1 0,lO) and k = 1. (c) (objects, sounds) = (5,5) and k = 25. (d) (objects, 
sounds) = (25,25) and k = 25 

The graphs in Figure 1 show some results for the first model. A comparison of these fitness 
curves with those obtained in Nowak et al. (1999) shows a clear correspondence (especially 
qualitatively). 

As one can observe from the figures, the behaviour of our simulation model is almost identical 
to that of Nowak's mathematical one. 
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(b) 

Figure 2: Simulation model with (objects, sounds) = (5,5). (a) k = 1. (b) k = 25. Distance 
influences both + and 0. Population replaced with neighbourhood lookup 

For the second model, we have run different experiments according to the positioning of the 
offspring in the world (neighbouring cells lookup or list) and according to the fitness weighted 
with the distance. The graphs in Figure 2 show the results of the simulations (with the small- 
est vocabulary and sampling parameter values 1 and 25) when the distance influences both the 
individual's fitness + and the locally global fitness 0, and the population is replaced with neigh- 
bourhood lookup. 

Figure 3 shows the results of the simulations (with the same parameters as before) when the 
distance influences both the individual's fitness + and the locally global fitness 0, and the new 
population is positioned in a list. 

The last two graphs (Figure 4) show the configuration of clusters in detail. In particular, we 
can observe that, if the replacement is with neighborhood lookup, it is possible to have clusters 
with more than one language, whilst if the population is positioned in a list, there is just one 
language in each cell. 

As the simulation results show, it is obvious how important the presence of a topological 
structure is for the behaviour of the languages. We can, in fact, observe, by varying the parame- 
ters, the emergence of different clusters of different languages. The replacement with neighbour- 
hood lookup causes the clusters to continually evolve. This happens because, by positioning the 
new individuals in the cells around their parents, the dimensions of the cluster are continuously 
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(a) (b)
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Figure 3: Simulation model with (objects, sounds) = (5,5). (a) k = 1. (b) k = 25. Distance
influences both cj) and O. Population positioned in a list

varying, and therefore the distance among individuals in different clusters changes from one gen-
eration to the next. These variations help in the emergence of new languages in new positions
(i.e., positions different from the starting ones). On the other hand, positioning the new popu-
lation in lists provides a way to highlight the process of cluster creation. Since all the offspring
of an individual are placed in the same cell, the spatial dimensions of each cluster are constant
(and equal to one cell). Therefore, in this situation, we will not observe the emergence of new
languages in new positions, but only the disappearance of isolated (weaker) languages.

For a more comprehensive set of graphs for both the simulation models as well as a complete
list of clusters and their characteristics we refer to Di Chio (2004).

5 CONCLUSION

The goal of this research was to present a simulation model based on the theory of evolution-
ary linguistic games to study the emergence of languages.

First, we presented some historical background of this theory: evolutionary game theory and
language games. Second, we described some applications of evolutionary language games in dif-
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(a) (b)

20 40

Figure 4: Simulation model with (objects, sounds) = (5,5) and k = 7. (a) Neighbourhood
lookup, 11 languages and 14 clusters, (b) List, 5 languages and 5 clusters

ferent disciplines, namely computer simulations, robotic agents and mathematical models. Third,
we proposed our agent-based simulation models for the study of the evolution of languages. The
first of them is inspired by Nowak's mathematical model and it was seen to verify his results.
We then used this simpler model to build a more refined simulation to study how clusters of
different languages emerge and evolve in the world, due to the influence of the environment on
the communication among individuals.

The results presented here have (i) confirmed Nowak's hypothesis: the emergence of a com-
mon linguistic system starting from a population of individuals speaking their own different and
unrelated languages, and (ii) shown the emergence of different language configurations, accord-
ing to the parameters acting on the system (e.g., the influence of the environment on the offspring
generation and the way that the new languages are introduced to the world).

There are a number of interesting future directions we would like to explore, such as (i) to
allow multiple parents and overlapping generations (population size no longer constant), (ii) to
separate the individual from the language, allowing an individual to speak more than just one
language, (iii) to study other linguistic phenomena such as dialects or Pidgin/Creole, and (iv) to
expand our model to let agents move around (like in a particle swarm system).
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Chapter 7

GAME DYNAMICS CONNECTS SEMANTICS AND PRAGMATICS

Gerhard Jdger
University of Bielefeld

The chapter first gives an overview over the evolutionary interpretation of game theory, and
compares two versions of it, the replicator dynamics and the best response dynamics. The en-
suing notions of evolutionary stability are explored. In the second part, it is argued that the best
response dynamics lends itself to an epistemic interpretation, and that this provides a suitable
game-theoretic foundation for pragmatic reasoning in the Gricean tradition.

1 INTRODUCTION

Game theory has originally been conceived as a theory of strategic interaction among fully
rational agents. Its applicability to real life phenomena like economic or political processes
therefore depends on how realistic it is to assume that the acting individuals in these processes
are fully rational. Rationality here means, among other things, full awareness of one's own
beliefs and preferences and logical omniscience. Even stronger, for classical game theory to be
applicable, every agent has to ascribe full rationality to each other agent.

These assumptions are of course unrealistic when applied to humans. However, this does not
devaluate game-theoretic models. An apologist of the classical model might argue that to ride a
bike one has to be able to act in accordance with the laws of physics, but one does not need to be
able to solve differential equations. Likewise, to successfully embark upon a strategic interaction
one need not be able to solve game-theoretic problems; all that is required is to act in accordance
with the laws of game theory.l

This argument has a certain appeal. If game theory is to be applied as a descriptive rather
than a normative theory, the question remains open of how not-fully-rational beings achieve the
quasi-rationality that is required to apply game theory in the first place.

There are various answers to this problem. One line of research, going back to the work
of Herbert Simon (1982) (see also Rubinstein 1998) explores the consequences of giving up
the strong rationality assumptions of classical game theory. In other words, agents are assumed
to be boundedly rational. The evolutionary interpretation of game theory (see, for instance,

*I owe this comparison to Helge Ritter (p.c).
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A

B

A

1

0

B

0

1

Table 1: Utility matrix for a simple coordination game

Maynard Smith 1982) completely gives up any rationality assumptions. Instead, game theory is
used to describe the dynamics of entire populations of agents. Strategies (in the game-theoretic
sense) are identified with heritable traits of individuals, and utility with replicative success. Since
replicative success of an individual may depend on other individuals of the same population, this
involves a strategic component. Game theory can thus be used to model evolution via natural
selection in the Darwinian sense.

It has repeatedly been noticed that Gricean pragmatics has a strong game-theoretic flavour
(see, for instance, Stalnaker 2005). In particular, it makes the same strong rationality assumptions
as classical game theory, and the mentioned objections apply as well. One would thus expect that
the notion of bounded rationality has a role to play in laying the foundations of natural language
pragmatics. The connection between evolutionary game theory and pragmatics is perhaps not so
obvious, but research in economics has shown that evolutionary population dynamics is a useful
tool to model cultural processes (see, for instance, Young 1998). Language use, as a cultural
phenomenon, thus falls squarely within the realm of this interpretation of game theory.

In the present chapter, I will explore a particular version of an evolutionary game dynamics
called best response dynamics. While its standard interpretation applies to learning processes
in population, it can also receive a very natural epistemic interpretation involving boundedly
rational agents. This model will be applied to the problem of relating (conventionalised) semantic
and the (non-conventionalised) pragmatic aspects of natural language interpretation.

2 EVOLUTIONARY GAME THEORY

2.1 THE REPLICATOR DYNAMICS

Evolutionary game theory (EGT) was developed by theoretical biologists and especially by
John Maynard Smith (1982), as a formalisation of the neo-Darwinian concept of evolution via
natural selection. It builds on the insight that many interactions between living beings can be
considered to be games in the sense of game theory—every participant has something to win or
to lose in the interaction, and the payoff of each participant may depend on the actions of all
other participants. In the context of evolutionary biology, the payoff is an increase in fitness,
where fitness is basically the expected number of offspring. According to the neo-Darwinian
view on evolution, the units of natural selection are not primarily organisms but heritable traits
of organisms. If the behaviour of organisms, that is, interactors, in a game-like situation is
genetically determined, the strategies can be identified with gene configurations.

For illustration, consider a simple coordination game from Lewis (1969). The utility matrix
is given in Table 1. In the evolutionary setting, this is to be interpreted as follows. There is a
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large population. Each member of the population belongs to one of two sub-groups, A or B. 
Group membership is heritable. The individuals in the population reproduce via cloning (i.e., 
each newborn has exactly one parent). Reproductive success depends on the interaction with the 
other members of the population. The average number of offspring of an individual of type A 
equals the expected utility of a player of strategy A when playing against a random member of 
the population, and likewise for group B. For the given utility matrix, this means that the average 
number of offspring of an A-individual equals the proportion of A-players in the population, and 
the same for B. 

If more than half of the population is of type A, A-players will thus on average have more 
children than B-players, and the proportion of A-players increases over time. The population as 
a whole will converge towards a state with only A-players. If the B-players have a majority in 
the initial state, the population converges towards a homogeneous B-state.2 If the initial state 
is exactly 50:50, the population will remain in this state because A-players and B-players have 
exactly the same birth rate. 

There are thus three stationary states of the population: 100% A-players, 100% B-players, 
and precisely fifty-fifty. Note that these are exactly the three Nash equilibria of this game. There 
is a difference though between the mixed equilibrium on the one hand, and the two pure equilibria 
on the other hand. Let the population be in the 50:50 state, but let us assume that the population 
dynamics is slightly noisy. This may be due to sampling effects if the population is finite after 
all, or replication may be unfaithful with a certain small probability (like mutations in genetic 
transmission). Then the population may leave the Nash equilibrium and develop a small A-bias 
or B-bias. However, as soon as the population has a bias, natural selection will enhance that 
bias until the population converges towards one of the two pure states. If, on the other hand, 
the population is in one of the two homogeneous states, a small group of invaders from the 
other strategy will die out soon because they receive a much lower utility against the incumbent 
population than the incumbents against themselves. 

Hence, while Nash equilibria correspond to evolutionarily stationary states, some such states 
are resistant against mutations, while other states are not. Maynard Smith dubbed the resistant 
equilibria evolutionarily stable states (ESS). 

It turns out that the notion of evolutionary stability is closely related to the rationalistic notion 
of a Nash equilibrium, but there are subtle differences. It can be shown that the following proper 
inclusions hold: 

Strict Nash Equilibria c Evolutionarily Stable Strategies c Nash Equilibria. 

The mixed equilibrium from the example above demonstrates that there are Nash equilibria 
that are not an ESS. As an example for an ESS that is not a strict Nash equilibrium, consider 
the well-known game Rock-Paper-Scissor. The utility matrix is given in Table 2. This game has 
exactly one Nash equilibrium, the one where each of the three strategies is played with a prob- 
ability of f .  Suppose a population is in this equilibrium, that is, each of three sub-populations 
have exactly the same size. Then each sub-population has the same birth rate and the propor- 
tions are stationary. Now suppose Rock gets a small edge over the other two strategies due to 
unfaithhl replication. Then in the next generation, Paper will thrive, one generation later Scis- 
sors, then again Rock etc., ad infinitum. Without another unfaithful replication, the population 

'Standard EGT assumes that, for all practical purposes, populations are so large that they can be considered 
infinite. Random variation is disregarded. 
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Table 2: Utility matrix for Rock-Paper-Scissor

will not return into equilibrium. This illustrates that the single Nash equilibrium of this game is
not an ESS.

The population dynamics that ensues if the expected utility is identified with the expected
number of offspring is called the replicator dynamics. Maynard Smith (1982) gives a static
characterisation what it means for a strategy (of a symmetric game) to be evolutionarily stable:

• s is an Evolutionarily Stable Strategy in the replicator dynamics iff

1. u(s, s) > u(t , s) for all t, and

2. if u(s,s) = u(t , s) for some t / s, thenu(s,t) > u ( t , t ) .

Evolutionary stability in this sense is a sufficient condition for a population state to be dynami-
cally stable under the replicator dynamics. For a large class of games (including the cooperative
signalling games that are frequently used to model linguistic communication), it is also a neces-
sary condition.

2.2 THE BEST RESPONSE DYNAMICS

Many social scientists assume that cultural variables undergo an evolutionary process in a
way more or less similar to genes in biology. How close this similarity actually is, is a matter
of dispute (see, for instance, the discussion in Richerson & Boyd 2005). If cultural evolution
exists, evolutionary game theory should be applicable in this domain as well. There is, in fact,
a considerable body of literature on the subject from economics and other social sciences (see
Skyrms 1996, Vega-Redondo 1996 and Young 1998, and the literature cited therein).

A strategy, in the social setting, can be considered a behavioral disposition, very much like
in the original, rationalistic interpretation of game theory. However, to apply an evolutionary
model to social phenomena, it has to be clarified how strategies reproduce. To pose the question
in more general terms, which micro-dynamics underlies the macro-dynamics that is modelled
by the evolutionary model? Obvious candidates are learning and imitation. If various strategies
are differentially successful in being learned and imitated, we expect a process which resembles
natural selection.

Such a learning or imitation dynamics disregards the rationality and creativity of human
agents. The best response dynamics (introduced in Matsui 1992 and thoroughly investigated in
Hofbauer 1995) takes these aspects into account, but without adopting the extreme assumptions
of the classical model.

Suppose a population of individuals exists that plays certain strategies of a game, just as in
the previous setting. In every time step, a new member enters the population. Unlike in the
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biological setting, the newcomer may freely choose her strategy. If we suppose that newcomers 
are rational (and well-informed) enough to maximize their expected utility, they will choose 
a (possibly mixed) strategy that is a best response to the average strategy of the population. 
Repeating this addition of new members indefinitely, an evolutionary dynamics ensues, but it is 
not a Darwinian one. New strategies may be invented with the purpose of maximizing utility, 
while in Darwinian evolution, new strategies only emerge due to undirected random mutation. 

Despite this considerable conceptual difference, the replicator dynamics and the best response 
dynamics are mathematically both similar enough to subsume under the heading of 'Evolutionary 
Game Theory'. 

The notion of evolutionary stability may be applied to the best response dynamics as well. It 
is easy to see that all ESSs are Nash equilibria-recall that by definition, a Nash equilibrium is a 
strategy that is a best response to itself. But what are the sufficient conditions for stability here? 
Reconsider the Rock-Paper-Scissor game. Suppose the population is close to equilibrium-there 
is the same number of Paper players and Scissor players, and a tiny excess of Rock players. Then 
the next newcomer will play Paper, and this will continue until Scissor becomes the best response 
to the population average, which will be followed by Rock, etc. This seems similar to the repli- 
cator dynamics scenario. However, here the difference between the state of the population (seen 
as a vector of fractions) and the Nash equilibrium actually converges to zero. In other words, the 
Nash equilibrium is, actually, evolutionarily stable. 

This example illustrates that the best response dynamics induces a notion of ESS that is 
slightly more inclusive than Maynard Smith's notion. It can be defined in the following way 
(which is essentially identical to the formulation of Hofbauer & Sigmund 1998, p. 96): 

s is an Evolutionarily Stable Strategy in the best response dynamics iff 

1. u(s, s )  ) u(t, s)  for all t, and 

2. if u(s, s)  = u(t, s)  for some t # s, then there is a t' with u(tl, s) = u(s, s )  and 
u(tl, t) > u(t, t) . 

2.3 EPISTEMIC INTERPRETATION OF THE BEST RESPONSE DYNAMICS 

The best response dynamics can also be given an epistemic interpretation. Let us return to 
the classical picture of a strategic two-person game, where each player has a preference ordering 
over the set of profiles (including the mixed ones), that can be represented by a utility function 
in the standard way. Suppose, however, that the players are entirely irrational. They choose their 
strategy according to prejudice rather than rational deliberation. For the sake of simplicity, let us 
assume that both players have the same prejudices, and this prejudice is common knowledge. 

It might occur though that player a is not entirely irrational but makes a rational choice with 
some probability e > 0 that may be arbitrarily small. Making a rational choice means to play a 
best response against the prejudicial strategy of the other player. Depending on the nature of the 
original strategy, a's choice may now differ from the original strategy by a small amount. 

Now suppose that the other player, b, is also rational with probability e, and furthermore he 
assumes that a acts as described in the previous paragraph. With probability e, b will thus play 
the best response to a's strategy, which in turn is the initial strategy with probability 1 - e and a 
best response to it with probability e .  

This process may be iterated. In this way, we may define an infinite sequence of strategy 
profiles, starting with the initial prejudice and increasing the strategic depth at every step. If I 
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take the action of my opponent into account in my decision, I have the strategic depth of at least 
1. If I also take into account that my partner may take my actions into account, my strategic depth 
is 2, etc. In general, if I assign strategic depth n to my partner, my own strategic depth is n + 1. 
However, boundedly rational agents have an upper limit for their strategic depth. Intuitively, a 
strategic depth of n is the ability to "think n steps ahead" in a sequential game, or to "think 
around n corners". 

To make this notion formally precise, let a symmetric two-person A be given. xi, the initial 
strategy, is a (possibly mixed) strategy for A, and E is a real number with 0 < e 5 1. Let fi (x) 
be the set of best responses to the strategy x according to A. A deliberation sequence (based on 
e) XO, xl , xz, . . . is an infinite sequence of strategies with the property that: 

Let us assume that the agents are conservative, in other words e is very small. A deliberation 
sequence may nevertheless lead to another strategy than xi. In general, we say that cautious 
deliberation leadsfrom xi to xf iff there is a positive € 0  5 1 such that for all e < € 0  and for all 
deliberation sequences x' based on e with xo = xi, it holds that x' converges to xf. Intuitively, 
this means that boundedly rational players with a sufficiently small probability to act rationally 
and having the prejudice to play xi will play, with arbitrary approximation, xf, provided that they 
have, and assign to each other, a sufficiently large strategic depth. 

Mathematically, cautious deliberation sequences are identical to time series in a discrete best 
response dynamics. One would thus expect that cautious deliberation may lead to some strategy 
xf if and only if xf is evolutionarily stable according to the best response dynamics. This equiva- 
lence (between end points of cautious deliberation and ESSs) does hold if we add the assumption 
that, with an arbitrarily small probability q, players choose their strategy completely at random, 
without any considerations of prejudice or rationality. 

Let us reconsider the two games discussed so far. Suppose Rock-Paper-Scissor players have 
the prejudice to play the Nash equilibrium ( f , f , f). A boundedly rational player may decide to 

" " " 

play Rock instead with probability e ,  because this is as good a response to the Nash equilibrium 
as the equilibrium itself. However, a second round of deliberation will reveal that, with the 
strategic depth of 2, Paper turns out to be the best response. Since e can become arbitrarily small, 
the probability of playing Rock rather than the mixed equilibrium is thus arbitrarily small, and 
the same holds for all other strategies that deviate from the equilibrium. Cautious deliberation 
will thus always remain in the neighbourhood of the equilibrium, and this neighbourhood may 
be arbitrarily small.3 

Compare this to the ( f ,  ;)-equilibrium of the coordination game in Table 1. Suppose that, 
instead of the mixed equi6b;ium, a player decides to play, with probability e ,  the pure strategy 
A. A second round of deliberation reveals that the best response to this mixed strategy is the 
pure A, etc. ad infinitum. Via iterated deliberation, the probability of A will thus converge to 1. 
The Nash equilibrium (i, i) is thus not an endpoint of cautious deliberation, while the two pure 
equilibria A and B are. 

31t can actually be shown that, independently of the initial state, cautious deliberation will always lead to the 
equilibrium in this game, but the proof of this fact is omitted for reasons of space. The interested reader is referred 
to Hofbauer & Sigmund (1998). 
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s
H

F

S

3

1

- 2

H

0

1

- 3

F

- 5

- 6

- 1 0

Table 3: The extended stag hunt game

2.4 TRAJECTORIES

The best response dynamics does not only define a notion of stability, but also sequences
of strategies that may start at any point in the strategy space and lead, in most cases, to ESSs.
This offers a partial solution to one of the central problems of game theory, namely equilibrium
selection. If two players cannot communicate prior to the beginning of the game (either due to the
lack of communication channels or the lack of mutual trust) and the game has multiple equilibria,
there is no obvious way to predict the action of the other player and thus to make an informed
strategy choice oneself, even if it were common knowledge that all players are perfectly rational.
The situation may actually improve if the players are boundedly rational in the sense described
above, provided they know each other's prejudices, in other words the strategy that the other will
play if he does not apply rational and strategic deliberation.

Schelling (1960)'s observation about the role of salience in equilibrium selection is a case
in point. Schelling assumes that in a symmetric game with several equilibria, it is advisable
to choose one that is more salient than the other(s). The point can nicely be illustrated by an
experiment that is reported in Camerer (2003). The test subjects were grouped in couples. Each
person was asked to secretly write down a day of the year. If both members of a couple managed
to write down the same date (without any previous communication), they both scored a point. It
turned out that a majority wrote down salient days like December 25.

This can be seen as a coordination game with 366 different strategies. The utility is 1 at the
diagonal and 0 at all other profiles. The expected probability of a subject who is not thinking
strategically will be distributed across all 366 dates, with probability peaks at salient days like the
Christmas day. The tendency to choose December 25 will be enhanced by each round of strategic
thinking, since the best response to a strategy with a probability peak at December 25 is to choose
that very date with probability 1. The best response dynamics is thus bound to converge to this
pure strategy, and this is how most test subjects were actually seen to behave.

Lewis (1969) points out that precedent is a good heuristic for equilibrium selection as well.
If you had played such a coordination game against the same partner before and managed to
meet at an equilibrium, it is prudent to stick to that equilibrium. This is unsurprising given
the presumption that people are more likely to repeat themselves than to change their strategy
without clear reason to do so.

In the previous examples, if played against itself, each strategy is also a Nash equilibrium.
Table 3 contains a more complicated example that includes a strictly dominated strategy. If the
game is restricted to the strategies S and H, we obtain the well-known stag hunt game. As a
reminder: two hunters have the choice to try to catch a stag (S) or a hare (H). A stag is preferable
over a hare, but stag hunt requires the two to collaborate, while each hunter can hunt a hare by
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himself. The worst outcome is to rely on the cooperation of the other hunter and to try to hunt a
stag while the other one is, in fact, not collaborating. The game has two Nash equilibria—both
hunting stag or both hunting hare.

In the extended stag hunt game, each player has a third option, namely to coerce the other
hunter to go stag hunting by force (F). Such a conflict reduces the utility for both participants,
but the one applying force is better off than the one being coerced. Retaliating with force is the
worst outcome for both because they will embark upon a costly fight. The best reaction to force
is to comply and play S.

The strategy F is strictly dominated and thus should play no role in the considerations of
rational players. However, let us suppose that, applying force is the first choice that an irrational
player would choose, if he does not think about the consequences of this action. Then the best
response is to play S. S is also the best response to any convex combination of the strategies S
and F (i.e., any mixed strategy that assigns some probability p to S and 1 — p to F). Cautious
deliberation thus necessarily leads from F to S.

In real life terms, this illustrates an effective threat to break a deadlock. If one player conveys
the impression that he might be willing to apply force—even though this is irrational—then this
possibility is reasonable enough for a sufficiently rational player to comply, as long as compliance
is in his own enlightened self interest. (Of course in reality threats also work if the victim is forced
to act against his own good interests, but this only works if the threat either does no harm to the
bully or else the bully is not arbitrarily rational.)

2.5 BEST RESPONSE DYNAMICS IN ASYMMETRIC GAMES

So far I have restricted the discussion to symmetric games, namely games where both players
have the same strategy set and the same utility matrix. A symmetric Nash equilibrium is a
strategy in a symmetric game that is a best response to itself. Asymmetric games, on the other
hand, are two-person games where the two players play different roles (or, in the population
dynamic interpretation, belong to different populations). An asymmetric Nash equilibrium is a
pair of strategies (sA, sB) (of player A and B, respectively), such that sA is the best response to
sB and vice versa.

Asymmetric games can be transformed into symmetric ones in a straightforward way. Sup-
pose the players are A and B, their strategy sets are SA = s A , . . . , sA and SB = s B , . . . , s^, and
their utility matrices are u A and uB , respectively. The new symmetric game has the strategy set
SA x SB. In other words, each strategy of the meta-game is a pair consisting of an A-strategy
and a B-strategy. The utility is calculated as

u«sf,sB),{s£,sB»=uA(sf,sB)+uB(sB,s*). (3)

The notions defined so far can straightforwardly be applied to asymmetric games, simply by
first symmetrising the game. It turns out that the characterisation of evolutionary stability in
asymmetric games is actually much simpler to characterise than in the general case:

Theorem 1. A strategy pair (sA, sB) of an asymmetric game is evolutionarily stable according
to the best response dynamics if and only if it is a strict Nash equilibrium.

Proof. (See Appendix.) •
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Recall that a pair of strategies is a strict Nash equilibrium iff each component is the unique
best response. The proof of the theorem is given in the appendix; the same result also holds for
evolutionary stability in the Maynard Smith sense, as shown in Selten (1980).

3 FROM SEMANTICS TO PRAGMATICS

The main point of this paper is that cautious deliberation, in the sense defined above, leads
from conventionalised semantics, that is, what is said, to the pragmatic content, that is, what is
meant. To illustrate this on an informal level with a standard case of scalar implicature, consider
the sentence (4).

Some boys came to the party. (4)

The conventionalised semantic strategy is that this sentence serves to convey the proposition
that the set of boys coming to the party is non-empty, and this is how a non-rational hearer will
interpret it. If we grant that the Gricean maxims (Grice, 1975) are somehow part of the utility
function of the speaker, the following statement will be preferred:

All boys came to the party. (5)

This is so if the speaker beliefs that both sentences are true, and the usage of (4) is confined
to situations in which some but not all boys came. A listener with strategic depth of 1 will
anticipate this and conclude from (4) exactly this—that some but not all boys came.4 The scalar
implicature of (4) that not all boys came is thus a part of the unique ESS that is reachable from
the semantic convention via the best response dynamics. A similar story can be told for other
cases of conversational implicatures, provided that communication is appropriately modelled as
a game with a utility function that formalises the Gricean maxims.

Following much of the work in game-theoretic pragmatics (see for instance Rooij 2004), I
will model communication as a version of a signalling game in the sense of Lewis (1969). In
this setup, a game can be identified with a single utterance situation. Speaker and hearer are
the players. Their actions are the production and interpretation of an utterance, respectively, and
their payoff preferences correspond to the economy of the speaker and the economy of the hearer.

To be more precise, let us assume that a fixed set of possible worlds W is given. The set of
meanings M is a set of propositions over W, that is, M C POW(W). Furthermore, a set F of
forms is given. A speaker strategy is any function s from W to F, that is, a production grammar.
Likewise, a hearer strategy is a comprehension grammar, that is, a function H from F to M.

Let us thus assume that in each game, some random device, called nature, presents the
speaker with a possible world w e W which is not revealed to the hearer. The speaker then
has to choose a form that is shown to the hearer and reveals as much information about w as
possible. Nature's choice of w is probabilistic; w is drawn from W according to the probability
distribution Pn , which is mutually known by the speaker and the hearer.5

4 [See the chapter by Ian Ross in this volume for related discussion.]
5 For the sake of simplicity, I will assume that W is finite. If P n is modelled as a probability density function, the

model can straightforwardly be extended to an infinite set of possible worlds. For expository reasons, I will refrain
from doing this here.
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I will choose a utility function for this general signalling game setup that formalises, at least
partially, the Gricean maxims. The overarching cooperativity principle translates into the as-
sumption that communication is a game of cooperation. This means that utilities for speaker and
hearer are always identical.

Next, let us assume that the hearer has a prior probability function PH over W (which is also
mutually known by the speaker and the hearer). Since P n is known by the hearer, for a rational
hearer it should hold that P n — PH. Since communication is pointless if it is mutually known
that the hearer would not believe what the speaker is trying to say, I will assume that PH(TTL) > 0
for all m £ M. The information state of the hearer is his posterior probability distribution, after
incorporating his interpretation of the signal that the speaker emits. This captures part of the
maxim of quality: the hearer completely trusts what he is told. For a given speaker strategy s,
hearer strategy H, and possible world w, the posterior distribution is P(-|H(s(w))). The number
of bits of information that the hearer is still missing to achieve complete information is thus
(— log2 P (w|H(s (w)))). (log2 is the binary logarithm. The informativity is the number of yes/no-
questions that the hearer has to ask in order to figure out with certainty what the real world is
like.)

If the hearer's interpretation h(s(w)) is false, namely w £ H(s(w)), this is infinite; otherwise
it is the lower the more information H(s(w)) contains. Thus, according to the maxims of quality
and quantity, the speaker should strive to maximize log2 P(w|H(s(w))) in each possible world
w.6 (Since utilities have to be finite, we assume that the hearer mistrusts the speaker with some
sufficiently small amount rj, which ensures that lying leads to an extremely low yet finite utility.)

The maxim of manner refers to the complexity of the form. I thus assume that there is a cost
function c from F to the positive real numbers. The players have an interest in keeping c(f) low.

The game takes the form of a Bayesian game. This means that the utility does not depend just
on the strategies of the players, but also on nature's choice. The cooperativity principle together
with the maxims of quality, quantity and manner thus lead to the following utility function:

u (w , s ) h)= log 2 P H ( (w |H(s (w) ) ) - c ( s (w) ) ) . (6)

By relativising utility further to certain decision problem, it is possible to incorporate the maxim
of relevance here (see, for instance, Rooij 2004). For the sake of simplicity, I will assume any
information is relevant to the hearer.

A Bayesian game can now be transformed into a strategic game in normal form by averaging
over nature's choice:

u ( s , h ) = Y. Pn(w)log2(PH(w|H(s(w)))-c(s(w))). (7)
wGW

4 IMPLICATURES

In this section I will explore the behaviour of the best response dynamics, given the kind
of game that was defined in previous section. Let us first take up the example (4) again. To
formalise the situation, let us assume that there are just three different possible worlds that can
be characterised by first-order formulas (where B stands for boy and C for came to the party).

6 According to Robert van Rooij (see for instance Rooij 2004), this is the utility of a proposition provided every
piece of information is equally relevant.
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To avoid complications relating to the existential presuppositions of the determiner all, I assume 
that there exist boys in all possible worlds. 

All three worlds are equally likely both for nature and for the hearer: 

There are four possible forms that the speaker can choose from: 

f 1 : Some boys came to the party. 

f2: All boys came to the party. 

f3: No boys came to the party. 

f4: Some, but not all boys came to the party. 

f4 is more complex than the others, which all have roughly the same complexity. Let us say that: 

The semantic conventions of English relate forms to possible worlds. This corresponds to a pair 
of strategies: in each possible world, the speaker chooses a conventionally true form at random, 
and the hearer fully believes the conventional meaning of the form that he perceives. In the 
current game, this can be depicted as follows: 

If symmetrised, the utility of this strategy pair against itself is about -3.22. 
The best response of the speaker against the conventional hearer strategy is to map wl to fz 

(because then the hearer's posterior probability is 1 while the costs of f l  and f2 are identical), 
and to map w2 to f l  (which means a loss of .5 in informativity but a gain of 2 in costs). The 
best response of the hearer to the conventional speaker strategy is still the conventional hearer 
strategy. Hence, the best response to the conventional strategy pair is: 
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The utility of (sl  , hl) against (so, b) is about 2 . 9 4 ,  and the utility of (s l  , hl ) against itself 
is about -2.67. If a cautiously rational player decides to play (s r  , hl) with a sufficiently small 
probability e ,  and otherwise the convention (so, b), the best response to this mixed strategy is 
still (sl , hl). However, after some finite number n of iterations,' the probability of (sl , hl) is 
large enough such that (s2, h2) becomes the best response. Nothing changes with regard to the 
speaker strategy, but in h2 the hearer has figured out that the speaker utters f l  if and only if w2 
is true; hence {wz} is the pragmatically informed interpretation of f2. 

The utility of (sz, h2) against ( s l ,  hl) is -2.333, while the utility of (sz,  h2) against (so, b) is 
3.0. 

Notwithstanding the fact that (s2, h2) is the best response to a mixed strategy consisting 
predominantly of (sl , hl) and (s2, hz), it is still not a stable state. We have to take into account 
that the speaker believes, with a small probability q, that the speaker picks out a signal at random. 
If the probability of so and sl (the speaker strategies in which f4 may be used to express {wr}) 
drops below a certain threshold, the best response for the hearer is to ignore f4 altogether. This 
leads to 

This strategy pair is a strict Nash equilibrium and thus evolutionarily stable. Using the ter- 
minology from the previous section, we have shown that cautious deliberation leads from the 
conventional, semantic strategy pair (so, h ~ )  to the pragmatic equilibrium (s4, hq). 

The transition from the semantic convention (so, b) to the pragmatically usable strategy pair 
(sq, hq) via the best response dynamics illustrates two important pragmatic phenomena. In s2, 
the speaker expresses the fact that all boys come to the party with 100% certainty as fz, All 
boys came to the party, because this is, according to ho, more specific than the equally true f l ,  
Some boys came to theparty. This is a consequence of the maxim of quantity. Anticipating this, 
the hearer pragmatically strengthens the interpretation of Some boys came to the party in h2 to 
the interpretation {wz}, some but not all boys came to the party. This is a scalar implicature, 
and the best response dynamics captures the intuitive reasoning used in Gricean pragmatics to 
explain this effect. Furthermore, the hearer figures out in h4 that the signal f4  is pragmatically 
sub-optimal for the speaker in all conceivable situations, because its conventional meaning can 
be conveyed via fl  in a more economical way. Therefore, this signal ceases to carry a pragmatic 
meaning and is ignored in the stable state. In the literature, this phenomenon is called total block- - - 
ing (as opposed topartial blocking, where only part of the conventional meaning of an expression 
is pragmatically blocked by a competing expression). A good example for this phenomenon are 

7wheren > ' ~ ~ ( U ( ' ~ O ) - U ( ' . ' ) ) - ~ O ~ ~ U ~ ~ ~ O ~ - U ~ ~ ~ ~ ~ + U ~ ~ , - U ,  2.783 
10g(1-e) logll-e) for the particular numbers chosen 

here; u(i, j) being the symmetrised utility of (si,  hi) against (s i ,  hj 1. 
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regular derivations that compete with underived words, like pig that cannot be used to refer to
meat from pigs (while chicken or lamb can be used to refer to meat from the respective animals)
because there is a special term, pork with precisely this meaning.

In the example at hand {Some but not all boys came to the party), this effect does not actually
occur. The wrong prediction is related to the fact that I assumed it to be common knowledge that
the speaker has perfect knowledge. In most situations, the hearer cannot be sure about this. If the
speaker has only partial knowledge, the scalar implicature only arises with a certain probability,
not with certainty. This is sufficient to preempt total blocking.

It should be noted that not much hinges on the particular numbers chosen here. What is
relevant is just the following inequality:

> C(f4) - c ( f O . (11)

In some sense, this inequality compares incommensurable quantities, namely the differential
informativity of two strategies versus that of differential complexity of two expressions. The
relative weight of informativity and complexity depends on various siruational factors, and thus
the inequality may actually be true or be false depending on the context. A more complete model
could show the relative importance of these two factors by some random parameter that is itself
a component of strategic reasoning.

5 CONCLUSION

Space does not permit to spell out the consequences of this approach to other pragmatic
phenomena in detail. I will thus conclude by briefly setting the approach that was developed in
this chapter into a broader context.

The basic idea to connect semantics and pragmatics via an iterated process of computing the
best response in a signalling game setting is due to Stalnaker (2005). In the dynamics that Stal-
naker uses, a strategy is entirely replaced by the best response to it. (In terms of my formalisation,
that means e = 1 in Stalnaker's model.) The two models are not equivalent, but they coincide in
many applications, including the example discussed above. In either version, best response dy-
namics shares with most of the alternative game-theoretic solution concepts the notion of a Nash
equilibrium as a stable configuration in a strategic interaction. However, and again in either ver-
sion, the attractive feature of iterated best response is that equilibria can be grounded in strategy
profiles that need not be in equilibrium and may even be strictly dominated (like the F-strategy
in the extended stag hunt game above). This appears to be an important asset in many situations
of strategic interaction, including communication, in which salience and precedent single out a
profile that may or may not be rationally justifiable. I hasten to add that I do believe that natural
languages are in an evolutionarily stable state, at least with a very high probability. This applies
to languages (in the sense of populations of utterances) as a whole. A strategy profile that may be
optimal on average may be non-rationalisable in a particular utterance situation. Best response
dynamics thus serves to establish a link between the macro-structure and the micro-structure of
linguistic communication.
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APPENDIX

Proof of Theorem 1: It is immediate from the definition that each strict Nash equilibrium is an
ESS in the best response dynamics. So suppose (sj\ s?) is a non-strict Nash equilibrium that is an ESS
in the best response dynamics. This means that there is a strategy pair (sj^sj3) ^ (sf ,s?) such that
u A ( s f , s? ) = u A ( s f , s? ) andu B ( s f , s f ) = u B (s? ,s f ) . Therefore either i ^ k or ) ^ I. Let us
assume, without loss of generality, that i ^ k. Since (sf, s?) is an ESS, there must be a pair (sf, s\)
withuAlsf^j3) = u A ( s f , s? ) andu B ( s^ , s f ) = u B (s? ,s f ) such that U A ^ S ? ) + u B ( s ^ , s f ) >
uA(sf, sf) + uB(s?> sf). Since both (sf, s^) and (sf, sf) are best responses to (sf, sf), uA(sf, sf) =
uA(s£,s?) = uA(sf ,s?). Hence uB(sJ^,sf) > uB(s?,s£), and thus m ^ j .

We restrict the game to the sub-game G that results if all strategies are eliminated that are not best
responses to (sf, sf). It follows from the previous paragraph that in the resulting sub-game, there are at
least two A-strategies (including sf) and at least two B-strategies (including sf). The definition of ESS
entails that (sf% sf) is the only Nash equilibrium in this sub-game.

We define an accessibility relation R between profiles in the following way: R((s^, s|J), (s^, sj|)) iff
either s^ = s^ and s^ is a best response to s^, or s^ = s^ and s^ is a best response to s^. Let R* be the
reflexive and transitive closure of R. Now there are two options:

1. There is a profile x such that not xR*(s^,s?). Then we can form the sub-game G' consisting
of all the strategies in G that are components of profiles reachable from x via R*. Neither s^
nor sB belong to this G', because either strategy in G is a best response either to s^ or to sf by
construction. According to Nash's theorem, G' has a Nash equilibrium. This equilibrium must
simultaneously be a Nash equilibrium of G, since none of the excluded strategies is a best response
to any of the strategies in G'. So G has a second Nash equilibrium besides (s^, s?), which is in
contradiction with the assumption that (s^, s?) is an ESS.

2. (s^, sf) is reachable from any profile in G via R*. This entails that there are strategies s^ ^ s^ and
s ^ s f such that either R ( ( s ^ } , ( s f , s^» and R«sf ,s^), (sf, s f» , or R((s£,s£),(s£,sf»
and R((s£,s?), (sf ,sf)). In the former case, (sf, s{*) must be a Nash equilibrium of G, and
likewise in the latter case (sf, sf).

Hence, both scenarios lead to the conclusion that G has a Nash equilibrium besides (s^,s?), which is
in contradiction with the assumption that (sf, s?) is an ESS. We have thus proved that any asymmetric
non-strict Nash equilibrium is not evolutionarily stable, or equivalently, that every asymmetric ESS is a
strict Nash equilibrium. •
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Chapter 8

BUILDING GAME-THEORETIC MODELS OF CONVERSATIONS

Jun Miyoshi
Kanto-Gakuin University

The purpose of this paper is to build game-theoretic models of conversations. First, a simple
example of conversation is analysed, and how to formulate it into a game is discussed. Second,
a family of games with perfect and complete information is presented as a general model of
conversations, and some theorems in game theory are applied to it. Third, a family of games
with incomplete information is presented as a more realistic model of conversations, and it is
suggested that techniques in game programming are applicable to it. Finally, the models are
examined for their strengths and weaknesses.

1 INTRODUCTION

The purpose of this paper is to build game-theoretic models of conversations. While conver-
sations can be approached in many ways, the rational viewpoint should not be underemphasised.
Almost all conversations are carried out by human beings. They are rational agents who try to
maximize their interests. Accordingly, a conversation can be understood as the collective activity
of intelligent subjects maximizing utility for themselves, cooperatively or competitively. Hence,
game theory, which rigorously analyses rational players' mutual behaviour, will provide promis-
ing methods of investigating conversations. This is why models for which the theory is available
are worth constructing.

There are many game-theoretic studies of conversations, for example, Asher et al. (2001),
Hashida (1996) and Parikh (2001, 2006). I think, however, that studies of this kind often have
some of the following inadequacies. First, they determine players' utility functions arbitrarily. In
a typical case, the speaker's and the hearer's utility functions are supposed to give the maximum
values when she1 communicates her intention and when he successfully understands it, respec-
tively.2 Unfortunately, this is not justifiable because it is possible that she tells a lie and he does

1l refer to a speaker by "she" and to a hearer by "he".
2For instance, Hashida (1996, p. 531) says, "This restricted sense of nonnatural meaning implies that communi-

cation is inherently collaborative, because both S [the speaker] and R [the receiver] want that R should recognize c
[content] and I [the proposition that S intends to communicate c to R]."
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not want to listen to her.3 Actually, theorists could prove any behaviour to be perfectly rational 
if they could determine relevant utility functions as they like. Such a proof would have little 
significance. Thus, in principle, utility functions should be open in a model and decided from 
reliable observations for application. Second, they deal with only a small part of a conversation; 
in most of the cases, just a pair of the speaker's one-shot utterance and the hearer's understanding 
of it. It seems that they miss the structure of a whole conversation. Third, each of these studies 
is only for one particular purpose such as to show the derivability of some conversational impli- 
cature. Those models of conversations that are general enough and application-independent will 
be more desirable. Finally, they do not make the best use of game theory. The theory has many 
ideas and theorems which can be effective tools of analysing a conversation. Nevertheless, many 
game-theoretic studies of pragmatics utilise only Nash equilibrium. 

Game programming is another discipline concerning games. Though it has been developed 
quite independently from game theory, I believe that it is applicable to games dealt with in game 
theory. If conversation is a game, then it should be possible for it to be studied in game program- 
ming as well as in game theory. 

The remainder of this chapter is organised as follows. In Section 2, I present a simple example 
of conversation and discuss how to formulate it into a game. In Section 3, I propose a general 
model of conversations, to which some theorems in game theory are applied. In Section 4, a 
more realistic model is formulated, which concerns a family of incomplete-information games. I 
also suggest that techniques in game programming will be useful to the study of conversation. In 
Section 5, the models are examined for their strengths and weaknesses. In Section 6, some open 
questions are posed. 

2 ACTION, TREE AND PATH IN CONVERSATION 

In this section, I discuss how to describe a conversation and to formulate it into a game. First, 
in presenting an example of conversation, I argue that it should be described not as a sequence 
of utterances but as that of speech acts. Second, I show that the conversation example can be 
formulated into an extensive game by viewing speech acts as actions in terms of game theory. 
Third, I suggest that the conversation develops along its subgame perfect equilibrium path. 

Let us consider the following natural and simple example of conversation. 

(1) A and B are in a train. They are sitting side by side; A on the aisle seat and B on the 
window seat. A begins to feel that it is hot and stuffy. 

A: Excuse me. 

B: Yes? 

A: Would you open the window? 

B: Sure. 

(While A waits, B opens the window.) 

A: Thank you very much. 

B: You're welcome. 

'This sort of inadequacy is shared by other formal studies of conversation. For example, in Cohen & Levesque 
(1985, p. SS), their Theorem 2 seems to say that a hearer automatically obeys a speaker's request. 
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Though the most natural way of describing a conversation might be describing it as a se- 
quence of the utterances or sentences uttered in the conversation, it has two undesirable features. 
One is that it does not include non-linguistic behaviour, which is an element of conversational 
interaction. B's opening the window in the example, which is not a linguistic utterance, does not 
have its place in the sequence of the utterances. The other is that it does not show the connec- 
tions between utterances and actions. In the above example, obviously, A's asking to open the 
window and B's opening the window have a close connection. However, it does not appear in the 
sequence of utterances. Because of these two points, describing a conversation as a sequence of 
utterances is not expressive enough to provide models of conversations. 

I propose, hence, to describe a conversation as a sequence of speech acts, or illocutionary 
acts, and physical acts. By applying speech act theory (Austin 1975, Chapter 8; Searle 1969, 
Chapter 3), the conversation example is converted to the following. 

1. A addresses B in saying, "Excuse me." 

2. B replies to A in saying, "Yes?" 

3. A asks B to open the window in saying, "Would you open the window?" 

4. B accepts A's asking in saying, "Sure." 

5. A waits for a while. 

6. B opens the window. 

7. A thanks B in saying, "Thank you." 

8. B replies to A in saying, "You're welcome." 

In this sort of representation, physical acts can be located correctly, and the connections be- 
tween them and speech acts are clear. In the example above, A's asking B to open the window is 
related to B's opening the window. This relation needs the speech-act description of a conversa- 
tion in order to appear palpably.4 

The above description suggests a straightforward way to set the form of extensive game for 
the conversation. Let us consider that the speakers are the players, their speech acts and related 
physical acts are actions: and the turn-taking constitutes the game tree of the conversation as a 
game. In this way, the conversation is represented by the game tree in Figure 1 considering many 
alternatives A and B did not choose at each turn. 

Figure 1 The game hee 

Dotted amws mean 
window 

alternatives not c h w n  

of the 

some 

4The view that a conversation is a combination of speech acts is not new. See e.g. Holdcroft (1979, p. 125). 
5Hereafter I use "action" in the game-theoretic sense. 
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I suggest that the conversation develops along its subgame perfect equilibrium path. A sub-
game perfect equilibrium is a Nash equilibrium of a game such that it induces a Nash equilibrium
in every subgame of the game (Selten, 1973, 1975). A subgame perfect equilibrium path is found
by a backwards induction. Backwards induction is to choose the best action for the player at each
node beginning from the terminal nodes and proceeding backwards to the root of the game tree.

Let us exercise the backwards induction on the above example of conversation. Unfortu-
nately, it should be informal using common sense and natural language because the utility or
payoff functions of A and B are not known and because not all the alternatives at each turn can
actually be enumerated. However, its result will be adequately persuasive since it is very close to
our ordinary judgments in social activity. Beginning from the last node, at turn 8, replying will
be the best action for B.6 If he ignores A's thanking, it may cause a trouble to him by making
her angry or by letting her think mistakenly that he missed her thanking and repeat the same
utterance. At turn 7, then, the best action for A will be to thank B for his opening the window. If
he ignores her thanking, she does not have to say "Thank you." But he will not, as we have seen.
Moreover, if A does not thank B, he will not be pleased and it will lead to a worse situation for
her than when she thanks him. Then, at turn 6, it will be the best for B to open the window. By
his doing it, the conversation will peacefully close and the cost of opening the window is small.
Additionally, B's not performing the action may produce tension between A and B and thus a
worse result for B. Because B will, as we have seen, open the window, at turn 5, A had better
wait for a while instead of pressing him to do it. At turn 4, accepting A's asking will be the
best action for B. Otherwise his action will cause a worse result in the same way as at turn 6.
At turn 3, this is the reason why A will happily ask B to open the window. At turn 2, B should
reply to A's request for almost the same reason as at turn 8. Finally, at turn 1, presupposing
these reactions of B, the best action for A to do is to address B. Now, the informal backwards
induction is complete and it has been reasonably suggested that the conversation develops along
the subgame perfect equilibrium path.

3 A GENERAL MODEL

In this section, I formulate a general model of conversations by the method described in
Section 2. The model is a family of games with perfect and complete information. By applying
theorems of game theory some corollaries are derived.

3.1 THE DEFINITION OF MODEL C

Restating some results of Section 1, a conversation is a game if the speaker and the hearer
are assumed to be the players, speech acts and related physical acts to be the actions, and turn-
taking to be a component of the game tree. Generally, a speech act can be represented by the
ordered pair of illocutionary force and propositional content (Austin 1975, p. 102, Searle 1969,
Section 2.4).7 Thus, we can define a family of games, C, which is a model of conversations, as
follows.

61 refer to A by "she" and to B by "he".
7Searle's notation "F(p)", where "F" is a device indicating illocutionary force and "p" is an expression for a

proposition (Searle, 1969, p. 31), will have to be understood as an ordered pair (F,p). For "F" seems neither a
function nor a modal operator.
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Definition 1. C is a family of games which satisfy the following  condition^:^ 

The set of players: N = {1,2}; 

The set of actions: A = F x S (F is the set of illocutionary forces and S is the set of 
declarative sentences. An example of action is (asking, "Player 2 opens the window")), 
that is, asking player 2 to open the window.; 

The set of strategies: Ai = Am ('v'i 'i N.  m is the number of i's moves in the game); 

Utility functions: Ui: Ai x Aj 4 R (i, j E N , i  # j); 

The game tree is such that 

1. each player has her or his move one after the otheq9 

2. any action in A is possible at every turn; 

3. there is no chance move; 

4. every information set contains only one node (perfect information).1° 

Some remarks about the definition of C are in order. 

1. Information: Perfect and complete information is assumed in Definition 1. Perfect informa- 
tion was mentioned above in the statement about the game tree. Complete information 
means that every player knows each other's utility function and the rules of the game, 
mutually. 

2. The set of players N: The members of N above are just 1 and 2 because only two-person 
conversations are under consideration. In principle, the cardinal number of N can be any 
natural number, though within the practical limit of computability. 

3. The set of illocutionary forces F: F includes "executing", which indicates doing a physical 
act. For example, player 2's action (executing, "Player 2 opens the window") means that 
player 2 opens the window but not, for instance, that player 2 promises that he opens the 
window, which is (promising, "Player 2 opens the window"). In terms of philosophy of 
action, (executing, s )  will be interpreted as an intentional action under the description s 
(Davidson, 1980). 

4. The set of declarative sentences S: 

(a) S should be an adequately large but finite set of sentences since the participants of an 
actual conversation have the limits of both short term memory and physical ability to 
speak. 

*C produces a game when the utility functions are determined. 
'I refer to player 1 by "she" and to player 2 by "he". 

"This is the simplest one. I think that the game tree of a conversation should be relined following the empirical 
studies of turn-takmg system in conversation analysis. 

' 'The more players there are, the more complicated the game tree becomes and so the more computation is needed 
to solve the game. Furthermore, multi-person conversations would begin to show aspects of cooperative games. 
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(b) S includes the empty set 0. While it is used to mean a speech act with no content 
like addressing, "executing" may also have it. The interpretation of (executing, 0) is 
"doing nothing", "passing" or "dummy move". (See Remark 5 below.) 

(c) A sentence in S is to indicate the propositional content of a speech act. When a 
propositional content is expressed not in a subordinate clause but with an infinitive, 
a gerund, or any other non-sentential form according to the natural usage of the lan- 
guage used to describe the conversation under consideration, an appropriate sentence 
should be selected for the content. For instance, asking player 2 to open the window 
corresponds to (asking, "Player 2 opens the window") by being given the sentence 
"Player 2 opens the window". In addition, in English, S includes incomplete or open 
sentences that contain interrogative pronouns or "~hether", '~ in case of questioning. 
For example, questioning what player 2 does is equivalent to (questioning, "Player 2 
does what").13 

(d) S involves not only true sentences but also false sentences. When s is false and the 
speaker knows it, (stating, s )  is to tell a lie. 

(e) The meaning of a sentence in S is given by a semantics, say, truth-conditional seman- 
tics, independently of the model C. In other words, C is neutral in semantic theories. . & 

Problems about reference, anaphor or intensionality are not addressed here. 

(f) S contains the description of a speech act. For example, "Player 1 asks player 2 to 
open the window" is in S. Thus, (executing, "Player 1 asks player 2 to open the 
window") is a member of A. However, it should be replaced with (asking, "Player 2 
opens the window") to make its force explicit. Generally, supposing that s and s ' are 
in S, f in F, and i in N and that s f  is such that "Player i does f that s", then (f ,  s )  is to 
be chosen in place of (executing, s').I4 Because they are equivalent in behaviour as 
well as in their effects, this prescription is harmless for the generality of the model. 

(g) If s in S is "Player i says that c" or something similar, "say" and any other general 
locutiona~y verb should be exchanged for a specific illocutiona~y verb such as stating 
and commanding, and be modified by item (f) above. 

(h) If s in S is a description of a physical act that has the illocutionary force, for example 
nodding, (executing, s )  should be replaced with (f ,  0), provided with some appropri- 
ate f .  For example, when player 1 states "It rains" and player 2 nods, their actions 
are reported as ((stating, "It rains"), (agreeing, 0)) .  

Rules ( e ( h )  might appear ad hoc, but they are necessary to make explicit, at the same time, 
the illocutionary force of each utterance, to include relevant physical acts in a conversation, 
and to admit all the meaningful declarative sentences, according to semantics, into S. 

lZ''~hether" seems necessary to distinguish asking A to do X and asking whether A does X. The former is 
(asking, "A does X") and the latter (asking, "Whether A does X"). 

13Questionings have various types of content, which should be Weated carefully. For a classiiication of the cores 
of interrogative sentences, see Ludwig (1997, pp. 4245). The core of an interrogative sentence is similar to the 
content of a questioning speech act. 

14This is applied to the second-order directives, too. For instance, in a three-person game, (executing, "Player 1 
asks player 2 to ask player 3 to open the window") should be player 1's (asking, "player 2 asks player 3 to open the 
window"). If player 2 obeys it, he will do (asking, "Player 3 opens the window") rather than (executing, "player 2 
asks player 3 to open the window"). 
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5. The number of all the moves m: The number of the moves of a game can be made constant 
by a large enough natural number being assigned to it. Until the number is reached, both 
players are supposed to make dummy moves after the game is substantially closed (von 
Neumann and Morgenstern, 1953, p. 60). 

Using the notation of C, the sequence of actions in the example of conversation in Section 1 
is redescribed as follows: 

1. A (addressing, Q) 

2. B (replying, Q) 

3. A (asking, "B opens the window") 

4. B (accepting, "B opens the window") 

5. A (executing, "A waits") 

6. B (executing, "B opens the window") 

7. A (thanking, Q) 

8. B (replying, Q). 

The fact that the conversation develops along the equilibrium path is expressed, though a 
little loosely, by the formula: 

Ui ((summoning, a) ,  (asking, "B opens the window"), 
(waiting, 0), (thanking, 0); 

(replying, Q),  (accepting, "B opens the window"), 

(executing, "B opens the window"), (replying, a ) )  
2 Ui(ai; aj) 

Va i €A i ,Va j  c A j ; i , j €  N , i #  j. 

Clearly, C covers all types of conversation as far as they have two participants and are com- 
posed of speech acts and physical acts. Therefore, C is a general model of conversations. 

The explication of C is now complete. Next, I will discuss some questions it poses. 

1. Some might think that, since some actions are logically impossible for a player-for exam- 
ple, player 1's (executing, "Player 2 opens the windowm)--they should be excluded from 
her or his set of actions. However, on the one hand, it is plausible that impossible actions 
never affect the utility value so that they are not chosen. Thus, they are innocuous in the set 
of actions. On the other hand, if every impossible action should be out of the set of actions, 
we will need complicated rules to decide whether an action should be in the set or not. The 
reason is that a complex action involving an impossible action with a logical connective 
can be a possible action. For instance, while (executing, "Player 2 opens the window") is 
impossible for player 1, but (executing, "Player 1 opens the window or player 2 opens the 
window") is possible for her. Taking these into consideration, I prefer the simplicity of the 
definition to the restriction of the set. 

2. Some might ask how the negation of a force (Searle, 1969, pp. 32-34) is treated. I would 
point out that the force negation is not the truth-functional negation, because illocutionary 
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force is neither a sentence nor a proposition. Therefore, if there is any negative force, it
should be thought to be a kind of force, say, non-command or anti-command, if they make
sense, which should be included in F. Otherwise, non-f should be described as (executing,
"Player i does not f that s"), which is included in A = F x S.

3. A question about the set of actions would be why it is not just the set of sentences to
be uttered. I have three reasons. First, a mere sentence uttered or utterance is often not
rich enough to identify its force. In fact, explicit performatives are rarely used in real
conversations. When the illocutionary force of an utterance is implicit, it will be expressed
by various non-linguistic means such as a facial expression and the tone of voice. However,
installing them in the model makes it too complicated. Second, the set of utterances does
not include physical acts mentioned in Section 2. Finally, though the set of sentences to be
uttered must contain imperatives and interrogatives, their semantics is controversial.

4. A question might be asked why an action in C is the pair of force and content but not just
one description of a speech act (or physical act) because the latter can play the role of the
former as shown in point (f). This is a very reasonable view. Actually, there is a one-to-one
correspondence such that N x F x S —> S (here, S is infinite). In other words, player i's
(f, s) is translated into the sentence "Player i does f that s". It is possible, therefore, to
make the set of actions just S or the set of declarative sentences. My reply is pragmatic:
the models which indicate forces explicitly are more serviceable than others for studying
conversation. They show the relationship between commanding s and doing s, and the
distinction between commanding s and requesting s, for example. These will usually
affect the values of utility functions. In addition, representing the performance of a speech
act as an ordered pair of force and content will avoid semantic difficulties about force and
meaning, that-clauses and quotations, which are not subjects of conversation studies.

5. Adverbs modifying illocutionary verbs raise another problem. How can we deal with
"Player 1 urgently commands player 2 to open the window", for example? I have two
solutions. One is to decide that "urgently commanding" is another illocutionary force. In
this case, F is defined as F = Adv x V, where Adv is the set of adverbs which can modify
illocutionary verbs and V is the set of illocutionary verbs. The other solution is to make an
action a triplet of adverb, force and sentence, for instance, (urgently, commanding, "Player
2 opens the window"). Since this problem seems not very important, I will ignore it for
the sake of simplicity.

6. Some might feel that the notion of a dummy move is arbitrary. This notion nevertheless has
some support based on observation. Schegloff & Sacks (1973, p. 324), citing a recorded
example, state that, "[T]here are possibilities throughout a closing, including the moments
after a 'final' good-bye, for reopening the conversation". The dummy moves in C could
be interpreted as filling these possibilities after a good-bye.

3.2 SOME APPLICATIONS OF GAME THEORY

Some well known theorems in game theory can be applied to C. I state three of them, without
proof, in order to derive some corollaries about C. They are provided with interpretations, which
should be of some philosophical interest.
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Theorem 1 (The existence of a Nash Equilibrium, Nash 1950, 1951). Every finite strategic
game has a mixed-strategy Nash Equilibrium. •

Corollary 1. Every game which belongs to C has a mixed-strategy Nash Equilibrium.

Proof. By definition, every game which belongs to C is a finite strategic game. (Remark 4a
states that S is finite. Obviously, F is so, too. An extensive game can be formulated into a
strategic game.) Therefore, by Theorem 1, it has a mixed-strategy Nash equilibrium. •

An interpretation of Corollary 1 is that every conversation has a solution or is feasible. (Note that
Corollary 1 holds for games with imperfect information.)

Theorem 2 (The existence of a Subgame Perfect Equilibrium, Kuhn 1953). Every finite
extensive game with perfect information has a pure-strategy subgame perfect equilibrium. •

Corollary 2. Every game which belongs to C has a pure-strategy subgame perfect equilibrium.

Proof. By definition, every game which belongs to C is a finite extensive game with perfect
information. Therefore, by Theorem 2, it has a pure-strategy subgame perfect equilibrium. •

An interpretation of Corollary 2 is that every conversation is realised as a sequence of speech acts
and physical acts, a sequence which is predictable, definite, and stable for all the players. (By
"definite" I mean that the choices of actions are not probabilistic, and by "stable" that no player
has any good reason to deviate from the sequence or path because it necessarily causes a loss to
the deviant player.)

Theorem 3 (Truncation and Subgame Perfect Equilibrium, Kuhn 1953, Selten 1973). Sup-
pose that a game has subgames and the remaining part of the game. Then, the game has a
subgame perfect equilibrium if and only if (1) it induces a subgame perfect equilibrium for each
of the subgames and (2) it induces a subgame perfect equilibrium for the remaining part of the
game. •

Corollary 3. A game of model C has a subgame perfect equilibrium such that it induces a
subgame perfect equilibrium for every part of the game. (Proof is omitted.) •

An interpretation of Corollary 3 is that parts of a conversation can be studied separately. For
example, the opening section (turns 1 and 2 in the example in Section 2), the middle section
(turns 3 through 6), and the closing section (turns 7 and 8), or the opening, the middle game, and
the end game. (The corollary assumes perfect information, which makes its actual applicability
very limited.)

Game theory is pertinent to analysing conversations. The corollaries above might be felt to
be too general and abstract. That is because the model C is simple and only the basic theorems
are employed for it. However, C can be made richer by specific conditions being added to it.
This will make the application of game theory to conversations wider and more productive.

4 A MORE REALISTIC MODEL

In this section, I propose a more realistic model of conversations. It pertains to a family
of games with incomplete information. In order to construct it, I apply findings from game
programming.
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Obviously, our model C is not very realistic, because it presupposes both perfect and com- 
plete information. Actually, a participant in an ordinary conversation does not know other speak- 
ers' utility functions. Further, future actions are typically not foreseeable at an earlier turn. A 
more realistic model, hence, should be in terms of games with incomplete information. 

I define model C' by introducing horizon and restriction of information into C. 

Definition 2. C' is a family of games which satisfies the following conditions: 

The set of players, the set of actions, utility functions, and the game tree are the same as 
Definition 1. 

Horizon: each player is given a horizon at each turn. She or he can see just the part of the 
game tree within the horizon from the node where she or he is (Figure 2). 

Restriction of information: neither player knows one other's utility fun~tion. '~ 

The player can see just the 

part of the game eee within 

the horizon She or he 

presumes the relationship 

between a horizontal node \ mdtk tammal nodes by 

Horizon heuristics. 

Figure 2 Choice in Horizon u 
In a game of the model C', a player cannot choose the subgame perfect equilibrium path as 

in C. Backwards induction is impossible for those whose foresight is limited to the range of the 
given horizons; besides, each player does not know the other player's utility function. 

However, a player is able to find, in C', the counterpart of a subgame perfect equilibrium path 
in C. More specifically, a player can do the following: 

1. Estimate the utility value for each player at each horizontal node. One method will be 
calculating the expected utility, that is, summing all the products of the probability that 
the horizontal node leads to a terminal node and the utility value at the terminal node, 
both of the probability and the utility value being determined by the player's heuristics 
(Figure 3);16 

 he games of C' will be called perfect but incomplete information. See Harsanyi (1967, Section 1). 
I60ther methods will be possible, but how a horizontal node should be estimated in C ' is not relevant to my other 

arguments. 
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2. Choose an action on the horizontal subgame perfect equilibrium path, which is based on 
the estimated utility values at the horizontal nodes, in that part of the game tree which is 
limited by the horizon. 

,I t, u, Let tl, ..., t,, be the terminal 

nodes accessible fiom horizontal 

The utility at h is estimated to 

--__ ---__ be an expected utility, that is, the 

sum of the products of the 

probability of reaching a terminal 
'' node and the utility value at the 

node. 

Figure 3 Evaluation of a Horizontal Node U(h) = PI'( tk / h ) uk 
k = L  

In other words, a player selects the best action at a turn only via the use of heuristics and the 
information limited by the horizon. Since a further horizon is given at a new turn, each player has 
new information there, and, taking advantage of it, decides the new path, which may be different 
from the one decided at the previous turn. 

How much will a conversation of C' deviate from the subgame perfect equilibrium path (as 
in C)? It depends on the players' heuristics. The method of choosing an action in C'  is not 
founded by formal theories but by heuristics, which may or may not be efficient. If the players' 
heuristics are efficient, their conversation path will be close to the equilibrium path. If not, their 
conversation will go far away from it, and surprise them with many unexpected windings. 

4.2 CONVERSATION AND GAME PROGRAMMING 

The situation for a participant in a conversation of the model C' is very close to that for a 
player of a game not in the sense used in game theory, but in the sense of, for example, chess. 
Apart from certain endgames, a player cannot consider all the positions in a play of chess. More- 
over, the evaluation of a position which is not close to checkmate is bound to be uncertain. In 
fact, using the terminology of game programming, implementing 1 above is static evaluation 
and 2 is almost the same as minimax search." Consequently, it is very plausible to think that 
techniques in game programming will be useful to study human conversations through C'. 

One of the differences between game programming and game theory is the domain of a utility 
function. In the former, the domain is the set of the positions in a play of game, for instance, 

"For classical explications of basic techniques in chess programming, see Shannon (1950a,h) and Turing et al. 
(1953), though the terms "static evaluation" and "minimax search" are not used in the literature yet. For a more 
recent one, see Levy & Newborn (1991). Minimax search is not exactly the same as to find the horizontal suhgame 
perfect equilibrium. Minimax search is applied to zero-sum games, in which a player's positive payoff means 
the other player's negative one. However, conversation is a non-zero-sum game, in which win-win situations are 
possible. To this type of game, the notion of apparent subgame equilibrium is applicable, hut minimax search is not 
without slight modification. 
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the arrangement of chess pieces on the chessboard. In the latter, it is the set of the sequences of 
actions, as in Definition 1 above. 

Yet, they correspond to each other. Generally, an action can be seen as an operation on a 
given position. Thus, if the initial position is defined, a sequence of actions is equivalent to a 
sequence of positions, and each node of a game tree in game theory indicates a position in the 
game.18 Thus, it is clear that game programming is related to the game-theoretic formulation of 
a game. 

There is a difficulty for straightforwardly applying game programming to conversation, how- 
ever. Conversation has nothing like the chessboard for chess. In conversation, the counterpart of 
the chessboard is the world with its h i~tory . '~  For example, A in a train can not only talk with B 
about things in the train, but also blame him for what he did in a foreign country 10 years ago or 
vromise to vote for him in the next vresidential election some years later if he is a candidate. This 
problem will be a kind of frame problem in artificial intelligence (McCarthy & Hayes, 1969).20 

I think that, at least pragmatically, the problem can be solved. The reason is that, while 
human speakers also have the same problem, they, being of finite intelligence, solve it compe- 
tently as shown in their fluent plays of conversation. It suggests that the difficulty above is not 
insurmountable. Finding human heuristics for solving conversations and devising the artificial 
method of their solution will be identical to the study of conversation. 

Game theory will also be applicable to the games of the model C'. Schemes exist that analyse 
incomplete-information games. For instance, Bayesian games and, more specifically, signalling 
games will be useful, though how to install the notion of horizon in them is not yet clear. 

5 EVALUATION: THE STRENGTHS AND WEAKNESSES OF 

THE MODELS 

First, models C and C' have the following strengths. 

1. Values of utility functions are left open. As Definitions 1 and 2 show, the models them- 
selves do not have specified utility functions. They can deal with a lying speaker and a 
disobedient hearer. 

2. The structure of a whole conversation is apparent. It is expressed in the equilibrium path 
and the game tree. In addition, the models cover all parts of a conversation, from the 
opening section to the closing. 

3. The models are general and application-independent. They are not found on any special 
hypothesis and do not appeal to any arbitrary postulates. Annexing appropriate conditions 
makes them richer and more suited to a study with a particular purpose. 

I8A difference remains, however. In many games like chess, the so-called game tree is, mathematically, not a 
tree but a directed graph, because it has different paths to the same node (Plaat et al., 1996). Especially chess has 
perpetual check and other loops. Game-theoretically, the same positions in this sense should be differentiated. 

19Positions in a conversation game will also involve aspects of the social reality and institutional facts as well as 
natural or brute facts (Searle, 1994). 

'OHOW the problem of mutual knowledge occurs in the model C ' is yet to be pursued. It does not seem to occur 
in chess and similar games. 



Building Game- Theoretic Models of Conversations 131

4. Game theory can be fully applied. Models are completely constructed in the game-
theoretic way. Theorems are applicable as shown in Section 3.2.

5. Models are independent from semantics (see Remark 4e). To put it another way, they can
be adapted to any semantic theory.

6. Collaborations of various disciplines are possible, including game theory, microeconomics,
game programming, artificial intelligence and pragmatics such as the theory of speech acts
and discourse analysis.

Second, the models have the following weaknesses.

1. The models do not deal with utterance understanding. They have only actions of which
forces are explicit as Definition 1 and Remarks 3 and 4f-h state. It might not be satisfactory
for researchers on pragmatics after all, who focus on how the hearer interprets an utterance.
Nevertheless, I argue that the models are useful also for the pragmatic study of utterance
understanding. First, a sequence of actions is observationally more approachable than an
utterance-interpretation pair. Second, the pair should be located in a total conversation to
be studied precisely. Finally, an utterance understanding costs more or less. How much
the hearer will pay for an utterance understanding depends on his utility function and other
elements of the conversation game, or the whole conversation.

2. The models presuppose discrete time. Whereas they have one player's turn after the other's,
actual conversations are carried on in continuous time. Overlapping and intervening are
always possible in reality. Refining the game tree is one of the remaining problems.

6 CONCLUSION

Using game theory, two models of conversations were proposed. One is a family of games
with perfect and complete information. The other is that of incomplete information. I argued that
game theory and game programming are applicable, and stated the strengths and weaknesses of
the models.

Some further research topics arise on conversation studies.

1. Analysing the distributive function of a conversation. In the example of Section 2, B, who
was closer to the window, opened it for A, who benefited more from the action. The con-
versation produced a desirable result of the maximum benefit gained by the minimum cost.
(Here is the impossibility of interpersonal utility comparison, though.) What mechanism
does a conversation have and how does it work? Does it always bring out optimal results?
In other words, is the situation after a conversation always better than before?

2. Studying human heuristics for conversation. A conversation is a complicated game,
whereas the abilities of and resources for human beings are limited. How do they solve a
conversation game? What heuristics do they have?

3. Building artificial intelligence for conversation. Computers can play games and beat hu-
mans. Can they play conversation games with humans? Since the aim of a conversation
game is not to beat the opponent as in chess, what constitutes the condition of success for
artificial intelligence in playing conversation?
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4. Finding the rational conditions of speech acts. In the example in Section 2, A asked B
to open the window, and B opened it. This combination of two acts is (part of) an equi-
librium in terms of game theory. This means that a successful condition for performing
a directive act (Searle, 1979, pp. 13-14) is for it to be an equilibrium together with the
hearer's obeying act. This rational condition for successful performance of a speech act is
radically different from the speech act theorists' concept of a successful condition. What is
the rational condition of a speech act in concrete terms? In the case of directives, rational
success conditions can be extremely perplexing. Suppose that the president of a company
commands the vice-president to command an employee to order goods from a supplier.
What conditions does her commanding need to satisfy in order to be successful? If they
are too complex, what is the trick a hierarchical organisation should perform so that her
command becomes manageable?
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Chapter 9

SITUATIONS AND SOLUTION CONCEPTS IN GAME-THEORETIC
APPROACHES TO PRAGMATICS

Ian Ross
University of Pennsylvania

If Bidirectional Optimality Theory (BiOT) is restricted to operating over lexical items (or even
simple clauses), it is unable to account for certain scalar implicatures that are determined by
larger contextual factors. In order to accommodate such cases in this framework, the relevant
units of optimization must be multiclause sentences. If this step is taken, the predictions of BiOT
and Games of Partial Information (GPIs) converge in the case we examine, although they remain
distinct in the general case. Such robust context-dependent examples of scalar implicature show
that adequate models cannot reduce such phenomena to a localized, lexical account.

1 INTRODUCTION

When scalar implicature triggers interact with each other in the greater context of an utter-
ance, the standard accounts of scalar implicature can fail (for such accounts, see Horn 1972;
Gazdar 1979; Hirschberg 1985). A representative example of the kind of utterances that scalar
implicature theorists aim to explain is shown in (l)-(2).

(1) Some people like kale.

(2) Not all people like kale.

(2) is said to be implicated by the utterance of (1). The reasoning goes as follows: all is more
informative than some (when the domain is nonempty, all entails some), and since the utterer
chose some, he was not in a position to assert that all people like kale. These scalar implicature
triggers are on the Horn scale (all, some) (Horn, 1972). While such reasoning works for simple
examples like (1), matters are more complicated for utterances with interacting scalar implica-
ture triggers. In these cases, what is most informative on a local level may not be what is most
informative on a global level. The issue of locality in implicature theory (in the form of the effect
that negative or downward entailing contexts have on implicature) has recently been discussed by
Chierchia (2004) and Sauerland (2004) (who come to rather different conclusions), but neither
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author's proposal addresses the cases of non-locality investigated here. In particular, we will ex- 
amine cases in which sentences in the wider context affect the (non-)occurrence of implicature in 
sometimes startling ways. Cases which are quite removed from standard theories of implicature 
projection are along the lines of what Levinson (2000) has called "Gazdar's bucket". 

BiOT (Dekker and van Rooy 2000, van Rooy 2004) and GPIs (Parikh, 2001) are two game- 
theoretic frameworks that build upon earlier work in implicature (Grice 1975, Levinson 1983) 
with intuitive new formalisms. They both apply the notion of utility maximization to implicature 
computation (among other topics), a notion which has been recognized in one form or another as 
important for decades but has long resisted the relatively transparent and precise treatments of- 
fered by these authors. BiOT extends traditional Optimality Theory (Kager, 1999) by adding and 
optimizing along a second dimension. BiOT's two dimensions are form and meaning (ranked by 
something like brevity or ease of utterance and informativeness respectively, rankings which will 
doubtless be improved upon as these phenomena are further examined), and winning candidates 
must be optimal with respect to each of them (unlike in OT syntax or semantics, in which only 
one dimension is optimized). The notion of form here corresponds to phonology as well as syntax 
and content, or meaning, corresponds to semantics. Note that the candidiates in the "form" col- 
umn of BiOT differ from those in the corresponding column of classical OT. In classical OT, the 
highest-ranked form wins the prize of well-formedness, and is not ranked according to anything 
like brevity. In BiOT, the candidates are all well-formed and the decision to be made is how they 
should be mapped to meanings; a decision that does not seem to turn on classical OT constraints 
like *VOICEDCODA. Dekker and van Rooy (2000) cast BiOT in terms of strategic games. 

GPIs are a different framework that did not grow out of Optimality Theory. In GPIs, one 
starts with a set of possible intended meanings (with associated probabilities). For each such 
meaning the utterer must choose an utterance (possibly ambiguous) to verbalize it and for each 
utterance the addressee must choose an interpretation for it (payoffs are assigned based on a 
number of efficiency-related factors including successful communication, markedness of forms, 
informativeness of utterance, and processing/production costs). This is represented as an exten- 
sive, rather than strategic, game. The solution concept used is simply that of Nash equilibrium. 
In GPIs, a similar form-meaning opposition manifests itself. For the speaker to use a less am- 
biguous utterance (to increase his payoff by constraining the choices of the addressee), he must 
usually utter a less brief expression (which will decrease his payoff since brevity is preferred). 
Solving for Nash equilibria is one way to find a balance between these opposing forces. 

Both formalisms use Nash equilibria, but they are applied to different forms of strategies 
and games. Further work in the area may reveal the usefulness of different solution concepts 
(and forms of games). Perhaps BiOT may be fruitfully generalized to cover strategic games 
with imperfect information. Also, the probabilistic nature of communication might better be 
captured with the notions of correlated and mixed strategy Nash equilibrium in either of these -- 
formalisms. Other possibilities include eliminating actions that are not rationalizable or pursuing 
risk minimization strategies (assuming an opponent whose goal is to minimize their opponent's 
payoff). Lastly, evolutionarily stable strategies might be able to model phenomena in language 
change and acquisition.' 

Dekker and van Rooy (2000, p. 240) state that, "It remains an open question how Parikh's 
approach relates to the one discussed in this paper". We will examine how they handle difficult 
cases of scalar implicature and shed light on this question in the process of doing so. 

'[See the papers in this volume by Cecilia & Paolo Di Chio, Pelle Guldborg Hansen as well as Gerhard Jager on 
the evolutionary accounts of language change and acquisition.] 
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2 DATA

BiOT has been used to explain phenomena in lexical pragmatics (Blutner 1998, 2004) by
recasting Horn's division of pragmatic labor (Horn 1984; McCawley 1978) in a game-theoretic
framework, but this lexically-based approach is unable to explain the full range of scalar im-
plicature data. When applied to the scalar implicature trigger some, it predicts that the pep
(form-meaning pair) ("some," some but not all) is optimal and the pep ("some if not all," some
(possibly all)) is superoptimal (a weaker notion than optimality, see Dekker and van Rooy 2000),
yielding the typical prediction for scalar implicature.

Such predictions, however, are not always accurate. Consider (3)-(4):

(3) Some of the girls and some if not all of the boys like kale.

(4) Some of the boys and some but not all of the girls like kale.

How the first instance of some is interpreted is dependent upon material modifying the second
instance in both sentences. Intuitively, in (3) the possibly all reading is explicitly disambiguated,
so the leftover but not all reading is assigned to the plain (i.e., without implicature reinforcement
or cancelation) some. In (4) the but not all reading is explicitly disambiguated, so the leftover
possibly all reading is assigned to the plain some. While (3) and (4) differ in what is said, they
do not differ in what is communicated (i.e., what is said and implicated).

Uttering (3) yields the implicature in (5), which is predicted by classical treatments of scalar
implicature. Uttering (4), however, does not yield the implicature in (6), which is what classical
treatments would predict. The classical treatments are unable to take the wider context of the
scalar implicature trigger in (4) into account.

(5) Not all of the girls like kale.

(6) Not all of the boys like kale.

Chierchia (2004) and Sauerland (2004) have made progress in developing more robust predic-
tions for scalar implicature triggers in downward entailing (DE) environments and within the
scope of other triggers, but (4) does not fall into either of these categories. The explicit rein-
forcement of the expected implicature of the second some implicitly cancels (or at least severely
weakens) the expected implicature of the first some. If the first some in (4) was meant as some
but not all, why was it not explicitly put that way, given that the utterer or (4) has demonstrated
that he is willing to explicitly reinforce implicatures? Intending to communicate some but not all
with the first some in (4) is unnecessarily confusing, since the reinforcement on the later some
sets up a contrast in form that is not manifested in meaning.

GPIs are able to flexibly accommodate examples like (4) because they can take reinforce-
ments and cancellations in the context into account. There are two equally efficient strategies
(or action profiles) to exploit the semantic meaning of some, shown in (7). One could use plain
some as some but not all and cancel this meaning with if not all when needed (as is done in 7a)
or one could use plain some as some (possibly all) and cancel this meaning with but not all (as is
done in 7b).

To fully specify a strategy, the utterer must choose an utterance for every initial situation and
the addressee must choose an interpretation (meaning) for every utterance (note that the one-
many mapping from utterances to interpretations makes this a game of imperfect information).
Payoffs are assigned by tallying up the costs (functions of brevity and ease of utterance and
interpretation) and benefits (functions of informativeness) as is also done in BiOT (see Parikh
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2001 for initial thoughts on payoffs). Asymmetries in the costs of processing and production of 
utterances could lead to games besides those of pure coordination. 

(7) a. Utterer: s- + "some", sposslbly all + ''some if not all"; 
addressee: "some" + some but not all, "some if not all" + some fjossibly all). 

b. Utterer: s,,, + "some but not all", spossi~ly + "some"; 
add res seexme  but not all" + some but not all, "some" + some fjossibly all) 

Both strategies convey the same meanings with expressions that are equally prolix. Classical 
implicature theory designates (7a) as the only available strategy. In practice, cancelations (e.g., or 
all) greatly outnumber reinforcements (e.g., but not all), so (7a) is the strategy we are given more 
evidence for in natural language (Ross, 2004). With (7a) as a strategy, some but not all would not 
be uttered since plain some already conveys that meaning. The same goes for the strategy (7b) 
and the absence of some ifnot all. So using implicature reinforcements or cancelations is a way 
to signal which of the two strategies one is following. 

If reinforcements happened to outnumber cancelations, we would expect a different pattern of 
implicatures (namely that of 7b), but classical accounts have nothing to contribute on this point. 
These accounts maximize communicative efficiency locally: plain some gets the standard but not 
all implicature. Such accounts do not, however, globally maximize communicative efficiency. 
This can be observed by examining (8). 

(8) Some if not all of the boys and some but not all of the girls like kale. 

According to classical accounts, in order to communicate what uttering (4) does in actuality, one 
would need to utter (a), which is unnecessarily more prolix than (4), or utter (3), which differs 
syntactically from (4) even more than (8) does. By allowing both (7a) and (7b) as strategies, we 
can correctly predict the meaning and efficiency of (4). 

The GPI that yields the correct implicatures for (3) and (4) is shown in Figure 1, with de- 
scriptions of the variables in Figure 2. This is an extension of the game in Parikh (2001, p. 94) 
(with the same payoff scheme and initial probabilities). Instead of operating on one scalar im- 
plicature trigger, we operate on two (specifically, the Cartesian product of two of them). Each 
situationlintended meaning has a corresponding probability. Given a situation, the utterer must 
then choose an utterance. In each of the four possible situations, the utterer may choose from 
among five (different) utterances whose conventional meaning is consistent with the situation. 
Given one of these utterances, the addressee chooses from among one to four interpretations. 
Payoffs are then assigned to each such sequence. Solution candidates are probability-weighted 
sums of such payoffs. The four Nash equilibria (all with the same payoff, shown below) of this 
game are shown in (9). Payoffs from interpretations that contribute to at least one Nash equi- 
librium are boxed. Note that this example demonstrates the collective nature of the process of 
arriving at a solution. In each of the solutions, it is not the case that for each situation an utterance 
and interpretation are chosen such that the payoffs are maximized. Rather, what is maximized is 
the weighted sum of the payoffs from each situation. For example, in (9b) the constituent payoffs 
for (S,N) and (N,S) are each (1 1,12) instead of (13,14) because while (13,14) would maximize 
the payoffs for (S,N) and (N,S), it would not lead to a global Nash equilibrium. 
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An example of a BiOT analysis of scalar implicature is shown in Figure 3. With two possi- 
ble meanings and three possible forms, we have six combinations. One of them is unavailable 
(shaded in the figure) because the conventional meaning of the form (i.e., what is said) is not 
compatible (and is in fact logically contradictory in this case) with the pragmatic meaning (i.e., 
what is communicated) it is matched with. The leftward-pointing arrows show that, given a form, 
the more informative but not all meaning is preferred to the ifnot all meaning. The downward- 
pointing arrows show that the briefer some is preferred to the more prolix some but not all and 
some ifnot all. Since there are no outgoing arrows from the pep ( "some", some but not all), it 
is optimal. Since no outgoing arrows of the pep ( "some if not all", some (possibly all)) point to 
an optimal (or superoptima1)pep (see Dekker and van Rooy 2000 for details), it is superoptimal. 

The predictions made in Figure 3 coincide with those of classical implicature theory. How- 
ever, if one takes a more expansive view ofpeps, different results can be derived. Specifically, 
rather than candidate forms being composed of individual scalar implicature triggers (and their 
attendant reinforcementslcancelations), one might consider making entire sentences with mul- 
tiple scalar implicature triggers candidate forms. If we take sentences like (3) and (4) as our 
forms, we can derive our theoretical indifference between them (they will both be classified as 
superoptimal with no ranking between them). However, expanding our forms along these lines 
will not result in the interpretational indifference of sentences like (10)-but not all readings 
will still be preferred on grounds of informativeness. This is in contrast to the treatment within 
GPIs, in which the interpretation of such sentences crucially depends on the initial probabilities 
of the situationslintended meanings. In setting these probabilities, we are making assumptions 
analogous to those made in computational linguistics about the prior probabilities of words or 
conditional probabilities of a part of speech given a word. In practice, probabilities like these 
are in the eye of the beholder. If they happen to be divergent enough, a Bayesian game could be 
employed to model the player's different beliefs about the underlying probabilities. 

(10) Some of the boys and some of the girls like kale. 

The fact that changing the "level" ofpeps affects theories' predictions raises an important ques- 
tion. At exactly what level should pragmatic games (e.g., BiOT or GPIs) be played? We have 
seen examples where they need to be played on complex sentences-anything smaller would 
miss contextual cues needed to compute the solution. The problem is similar to the one that 
faces "Gazdar's bucket". In this procedure, different types of implicatures (clausal, scalar, etc.) 
are added to the context in order according to their kind, and implicatures that conflict with the 
context are discarded. If implicatures are added to the context as soon as they are encountered, 
Gazdar's ordering mechanism will not have an effect, and if implicatures are added only after a 
discourse is over (to make sure the ordering is done properly), then there is no possible way for 
human memory to store all the information needed for the procedure. In (4) one is likely to as- 
sume that the first some has the standard implicature, and only later rescind this judgment (upon 
seeing the second, reinforced some). In this particular domain and many others, non-monotonic 
reasoning appears inevitable (Wainer, 1991). 

When multiple successive games are being played, there is also the issue of how they are 
related. It is conceivable that one may switch from one solution to another during a discourse. 
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Figure 1: A GPI to describe parallel scalar implicature 
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situations (speaker) 
(S,S) : some (possihly all) of the girls and some (possibly all) of the boys like kale 
(S,N) : some (possihly all) of the girls and some but not all of the boys like kale 
(N,S) : some but not all of the girls and some (possibly all) of the boys like kale 
(N,N): some but not all of the girls and some but not all of the hoys like kale 

sentences 
a : "some of the girls and some of the boys like kale" 
p : "some if not all of the girls and some of the hoys like kale" 
I L :  -- 
y : "some of the girls and some if not all of the boys like kale" 
6 : "some if not all of the girls and some if not all of the boys like kale" 
q : "some of the girls and some but not all of the boys like kale" 
K : "some if not all of the girls and some but not all of the boys like kale" 
& : "some but not all of the girls and some of the boys like kale" 
h : "some but not all of the girls and some if not all of the boys like kale" 
0 : "some but not all of the girls and some but not all of the boys like kale" 

induced information sets (adressee) 
a : {(S,S),(S,N),(N,S),(N,N)} 
P : {(S,S),(S,N)} 
IL : {(S,S),(S,N),(N,S),(N,N)} 
Y : {(S3S)>W>S)} 
6 : {(S,S)} 
: {(~.N)>(N>N)} 
: {(S,N)} 

& : {(N,S)>W>N)} 
1 : {(NS)} 
0 : {(N,N)J 
propositions 
at that some hut not all of the girls and some but not all of the boys like kale 
b: that some hut not all of the girls and some (possibly all) of the boys like kale 
c: that some (possibly all) of the girls and some but not all of the boys like kale 
d: that some (possibly all) of the girls and some (possibly all) of the hoys like kale 
1: true 

Figure 2: Key to game in Figure 1 
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"some but not all..!' 

FORM "some if not all..!' 

"some..!' 

some but not all. .. some (possibly all) ... 
MEANING 

Figure 3: Implicature in Bidirectional OT 

This can be accounted for at least partially by state. One can estimate the probabilities of situa- 
tionstintended meanings by tabulating unambiguous declarations of such (an utterance of "some 
but not all" presumably increases the estimated probability for the intended meaning some but 
not all in the future) and noting the most salient or recent instances. Another approach would be 
to treat these successive games as an evolutionary game. 

3 DIFFERENCES BETWEEN BIOT AND G P I S  

One chief difference between BiOT and GPIs is their solution concepts. Although both for- 
malisms use Nash equilibria, they play a different role in each. A solution to a BiOT tableau is 
apep. If multiplepeps are (super)optimal, then there are multiple solutions. A solution to a GPI 
is a strategy profile over multiple situations for speaker and addressee. The speaker chooses an 
utterance for each situation and the hearer chooses a hypothesized meaning for each utterance 
(only the speaker knows the actual situation). This strategy profile results in a set ofpeps. So 
while it is individually determined for each pep whether it is a solution in the BiOT tableau, 
for GPIs the solution set ofpeps is collectively determined. Rather than optimizing individual 
peps, the aggregate value of a set of related peps is optimized in GPIs, which is a more global 
form of optimization. The latter type of optimization predicts a language more efficient than 
the former, and linguistic data conlirm that this additional efficiency is present. Under the BiOT 
prediction, the plain some in (6) should be interpreted as some but not all (and the some but not 
all should have never been explicitly disambiguated as such) and the only way to express some 
(possibly all) is to explicitly disambiguate it. The fact remains that some but not all is explicitly 
disambiguated in (6) and this has consequences for the interpretation of the plain some in (6). 

Another difference between BiOT and GPIs is their representation of different situations. 
In BiOT, situations are only implicitly represented (as entries in the meaning dimension) and 
never quantified over-no distinction is made between intended meanings (of the utterer) and 
assigned meanings or interpretations (of the addressee). As a consequence, the temporal element 
of communication is removed. 

In GPIs, situations are explicitly represented, assigned probabilities, and solutions are over 
a weighted combination of all situations. BiOT is only sensitive to markedness of forms and 
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"lamb" 

FORM 

"sheep" 

baby sheep adult sheep 

MEANING 

Figure 4: BiOT tableau for lamblsheep 

meanings, remaining blind to usage frequencies and their implications for peps. GPIs are able 
to capture patterns of usage by assigning probabilities to situations. If explicit instances of if 
not all outnumber those of but not all (or outweigh them in prominence) then plain some will 
presumably be interpreted as some but not all, otherwise it will be interpreted as some (possibly 
all). This sensitivity to usage and flexible predictions that follow from it can also provide an 
account of various diachronic pragmatic phenomena. For example, lamb is the term for immature 
sheep and since there is no comparable term for adult sheep, sheep is used for adult sheep. What 
began as implicature has since been lexicalized and the term is now considered polysemous. 
GPIs predict this straightforwardly but BiOT lacks such an account. In Figure 4 we see that 
there are no preferences between any of the peps. "Lamb" and "sheep" are equally brief and the 
concepts baby sheep and adult sheep are equally informative. We want to be able to say that 
uttering "sheep" implicates adult sheep, but BiOT gives us no reason to do so. 

One could go a step further within GPIs, which distinguish between intended and interpreted 
meaning, and allow for their arbitrary intersection. This would then split communicative meaning 
into four categories: that which was intended and interpreted, that which was intended but not 
interpreted, that which was not intended but interpreted nonetheless, and that which was neither 
intended nor interpreted. This intersective view of communication in some sense transcends the 
utter-centered treatments of Grice and the addresser-centered treatments of Relevance theorists 
(Sperber & Wilson, 1995). 

On the other hand, the GPI in Figure 5 yields (1 la) as a solution with a payoff shown in 
(12a), beating out the rival strategy (1 lb), which has a lower payoff shown in (12b). Payoffs and 
probabilities for the GPI in Figure 5 are adjusted from Parikh's GPI for scalar implicature. The 
probabilities are set equal to each other since there is no strong asymmetry in informativeness 
between the concepts baby sheep and adult sheep like there was for some but not all and some 
(possibly all) (although on a detailed level one could claim that baby is more informative since 
infancy is only a small portion of an animal's life, but this would only help our case so we will 
ignore it here). Also, there is no informational gap between the propositions, so payoffs are 
adjusted accordingly. The asymmetry that leads to (I la) as a solution is the difference in brevity 
between unambiguous utterances expressing the concepts of baby sheep (lamb) and adult sheep 
(adult sheep), which is intuitively why sheep picks up the meaning it does. 
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situations (speaker) 
s: baby sheep 
s ': adult sheep 
sentences 
1: "lamb" 
cp : "sheep" 
v : "adult sheep" 

situations (addressee) 
(0, l)  e: spe&er utters 'P 

t,t ': speaker utters cp 
e': speaker utters v 

propositions 
I: ... adult sheep 

P: ... baby sheep 

Figure 5: GPI for lamblsheep 

4 MAPPING BETWEEN BIOT TABLEAUS AND GPIs 

We can demonstrate a key difference in the solution concepts of BiOT and GPIs by mapping 
a BiOT tableau into a GPI and vice versa. Examine Figure 6. Here, assume a is always preferred 
to b and a is always preferred to fi and that the conventional meanings of a and P are consistent 
with both a and b. In this tableau there is one optimal pep ( (a ,  a)) and one superoptimal pep 
((6, b)). Each column of this tableau can be mapped to an extensive game that comprises part 
of the total GPI. The meaning a is mapped to the situation a. Since a is part of the pep ( a ,  a) ,  
the mapping results in the utterer in this part of the GPI choosing to utter a. As a consequence, 
a is interpreted as a. The same goes for b and P. Since meanings are not weighted in the BiOT 
tableau, we attach equal weights to the subgames of the GPI anchored by these meanings (i.e., .5 
to each). This is still not enough information to fix a unique solution to the corresponding GPI. 
Why? Because the BiOT tableau does not tell us how preferred the chosenpeps are-we are only 
given an ordering. Let us attach a numerical value to each pep in the tableau (and assume that 
the values of ( a ,  b) and (P, a) are equivalent). If half the sum of the values of ( a ,  a)  and (P, b) 
is greater than half the sum of the values of (a ,  b) and (P, a), then not only do we have enough 
information to determine a unique solution to the corresponding GPI ((13) is the solution of the 
GPI in Figure 7), but said solution also corresponds to the solution of the BiOT tableau. 

Now consider the case in which half the sum of the values of (a, a) and (P, b) is less than half 
the sum of the values of (a ,  b) and (0, a)  (if they are equal, then both solutions are available). A 
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a b 

MEANING 

Figure 6: Bidirectional OT tableau 

Figure 7: GPI corresponding to BiOT tableau in Figure 6 

concrete example is shown in Figure 8. What is the corresponding GPI? It is the same one shown 
in Figure 7 with one important change: the solution is different. 

Recall that the solution is calculated as a weighted sum of payoffs, one for each intended 
meaning. The substrategy (a  4 a; a + a )  yields a payoff of 10 (for both players), substrategies 
(a + P ;  f i  + a )  and ( b  + q a + b )  yield payoffs of 8 each, and substrategy ( b  + 6;  6 + b )  
yields a payoff of 0. The two competing strategies are shown in (14) and their payoffs are shown 
in (15) respectively. (14b) is the only Nash equilibrium because the utterer could profitably 
unilaterally deviate from (14a) to (14b) by switching a and P. 

In this case (with the values in Figure 8), the solutions to the corresponding BiOT tableau 
and GPI are not in correspondence. The solution to the GPI is (14b), but the solution to the BiOT 
tableau is equivalent to (14a). While the solution to the GPI crucially depends on the values 
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FORM

P

10

8

8

|
0

a b

MEANING

Figure 8: Bidirectional OT tableau with values

assigned to peps in the tableau, the solution to the BiOT tableau only depends on the ordering of
the peps, and no amount of changing the values without changing the ordering of the preference
relation (under the constraint that the weighted sum of the values of (ex, b) and ((3, a) is greater
than the weighted sum of the values of (ex, a) and ((3, b)) will modify the solution of the BiOT
tableau to the equivalent of (14b).

5 CONCLUSION

While both BiOT and GPIs are improvements upon classical accounts, the local character of
optimization in BiOT (optimizing peps instead of sets of them) results in its inability to explain
different possible solutions to a class of games examined here. Namely, those involving scalar
implicature triggers that are not only equally optimal from a global perspective but also empiri-
cally attested for in sentences like (6) if we restrict peps to lexical items or simple phrases. The
key difference that gives GPIs the flexibility to account for examples like (4) and Figure 5 is that
Nash equilibria are calculated collectively over a set of peps, which allows contextual cues that
materially affect implicature, be it in the form of an implicature reinforcement or markedness
asymmetry between unambiguous candidate forms ("lamb" vs. "adult sheep"), to be taken into
account.
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University of Pennsylvania 

This paper presents an application of game theory and situation theory to linguistics and the 
philosophy of language. In it, we introduce equilibrium semantics, a framework for the study of 
meaning that combines semantics and pragmatics into a single discipline or, alternatively, builds 
use into reference at the "ground" level so that there may be no need for a separate discipline 
of pragmatics. This paper derives most proximately from Parikh & Clark (2007), where we 
first described equilibrium semantics in the context of a theory of definite descriptions. That 
paper came out of Parikh (2006) and earlier work of Parikh's on game-theoretic semantics, most 
notably Parikh (2001). We start with a brief discussion of semantics and pragmatics. 

1 SEMANTICS AND PRAGMATICS 

The study of meaning has been schizophrenic for much of the twentieth century, initially 
in the philosophy of language and subsequently in linguistics. So-called ideal language phi- 
losophy, first developed by Frege, Russell, and the early Wittgenstein, focused largely on the 
relation of reference between language and world by seeing natural language via the lens of for- 
mal language, almost completely ignoring the dimension of use.' Reacting to this, the so-called 
ordinary language philosophers, the later Wittgenstein, Austin, and Grice, focused exclusively 
on the relation of use, abstracting almost completely from the details of reference. 

This pernicious split in the approach to meaning was carried over into modem semantics and 
pragmatics, the former discipline concerned largely with its referential aspect and largely formal 
and conventional, the other largely with its use-related or communicative aspect and largely 
informal and inferential. Montague Grammar and its variants represent perhaps the most notable 
successes of the former within linguistics; there is less consensus on the pragmatics front. 

'The often awkward facts of use were treated as a kind of defect that would be removed by idealizing language. 
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This clean separation has been questioned by a variety of researchers, especially in recent
times, starting with Grice (1989) himself, but also by Barwise & Perry (1983), Recanati (2004)
and the Relevance Theorists (Wilson & Sperber, 1986), and also of course by the present authors.
However, all these researchers, except earlier work by Parikh, have generally accepted the need
for this bicameralism, but have argued for ways of "intertwining" the two dimensions by, for
example, considering so-called "primary" and "secondary" pragmatic processes (see Recanati
2004).

We have argued earlier in Parikh (2006) and Parikh & Clark (2007) and will show conclu-
sively in this paper that the split is unnecessary and that a unified theory of meaning is possible,
and we will also show how this unified theory makes it feasible in principle to literally compute
the meaning of any utterance from first principles, given access to the ambient data which serve
as inputs to the theory!

It should perhaps be pointed out that to the best of our knowledge no other existing frame-
work, either in semantics or pragmatics, comes at all close to the level of mathematical detail we
will provide in equilibrium semantics. Since the proof of the pudding is in the eating, we now
turn to the building blocks of our theory in the context of a non-trivial example.

2 AN EXAMPLE

Assume there is a heated discussion at the Global Astronomical Society one day in April
2006 about whether Pluto is a planet. In this context, consider the following sentence:

(1) John saw a planet. (cp)

Assume A utters (p to 8 in the utterance situation u.
The framework we will describe will be used to give a detailed derivation of the literal mean-

ing or content of this utterance from first principles.

3 SITUATION THEORY

Situation theory is a theory of information originally developed by Barwise (1989). Its key
insight is that much information is always available and representable only partially. We present
our version of it here—just the parts we need.

The world, itself a situation, consists of smaller parts that are situations, collections of in-
dividuals standing in relations. These form the basis for more abstract objects called variables,
parameters, and types. The collection of all these entities is called O.

For example, it may be that John, denoted by ai , saw, designated by Psee, a planet, denoted by
d2, at a location I and a time t preceding the time of utterance t u ; this item of information would
be written as a tuple ((Psee; a-i; a.2; I; (t 11 -< tu))) . It is possible to represent this information
partially by omitting one or more arguments, all the way down to the empty tuple. Each such
tuple is called an infon; X denotes the subset of O containing all the infons.

Situations, the next type of entity in O, are just collections of infons. The relation between a
situation and an infon that holds in it is written s |= <r or <r £ s, and is described by saying that s
supports <T or <r holds in s.

Parameters are indeterminates or variable-like placeholders for any of the entities above and
are denoted by d, R, 6", and s for parameters involving individuals, relations, infons, and situ-
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ations respectively. Types, like the type of object that is, say, a planet, are intuitively what is
obtained when some individual or property is considered generically. Types are always relative
to some situation and so are written [ x | s |= <r(x) ] where s is the relevant grounding situation.

"Predicative individuals" are one or more individuals satisfying a property or relation, written
( x | s |= <T(X) ). A predicative parameter is formed with a parameter instead of a variable, which
secures an indeterminate reference to an object satisfying a property or relation. This is written

X | S |= 0"(x) .

Finally, an object can be formed by lambda abstraction and is written £( y | <r(x, y) ), where
the variables can refer to any appropriate object.

While infons may be operated on using V and A or quantified over with 3 and V to form
compound infons in the usual way, it is also possible to define a special associative operation ©
of unification or merging that makes X a monoid when the empty infon is included as the identity.

The binary operation involves at least two parts which are best presented informally by ex-
ample:

1. Merging: « a, » © (( P«" )> © ((I; t » = ((P**; a,; I; t »

2. Hat conversion: (( P(( P; x; t)))) © ((?fnet)) = ((?fmt; x; t » .

When the context is clear, it is possible to write simply err instead of cr © T for the sum of
two infons.

4 THE FOUR CONSTRAINTS

4.1 THE SYNTACTIC CONSTRAINT

The sentence cp is made up of individual words and may be represented as cu i o UJ2 o 0)3 o cu4

(where o is an associative concatenation operation on the set C, which contains all the words,
phrases, and sentences of the language) or more simply as cu 10)2^3^4 (where the operation
symbol is left implicit). Clearly, (£, o) is also a monoid.

Our example cp has the following single parse tree:

fe [NP CU] ] O [yp W <JJ>2] ° [NP b e t U>3 ] O [N U)4 ] ] ] ] . (2)

We call the set of syntactic structures for the sentences of C the syntactic constraint and label it S.

4.2 THE CONVENTIONAL CONSTRAINT

We assume that every word in C is associated with a conventional meaning which is either
a property or relation. The conventional meaning of JOHN is denoted by PJohn and is simply the
property "is named John". The verb SAW has many conventional meanings, but we will restrict
our attention to just one (the relation "to discern visually") to keep things simple and denote it
by Vsee. We assume A also has just one conventional meaning. We will soon see what it is. In
the current astronomical context, PLANET has two conventional meanings that might be denoted
vpianet a n d ?pianet^ t h e first i n c l u d i n g p l u t o > t h e s e c o n d excluding Pluto. We shall often refer to

these conventional associations of words as a conventional map.



152 Game Theory and Linguistic Meaning

As the term suggests, conventional meanings are conventional, that is, they are the sorts of
meanings that can largely be found in a dictionary.2 They are also independent of the utterance
situation.

We call the set of conventional meanings or "senses" for the words in C the conventional
constraint and label it C.

4.3 THE INFORMATIONAL CONSTRAINT

We assume next that given a set of conventional maps for a word in C and given an utterance
of the word (typically in the context of a sentence), we can map the word's conventional meanings
into one or more infons that represent the possible contents or meanings of the word uttered. We
call this the informational map and all of them together the informational constraint and label it I.

We can string the conventional and informational maps together for the words in cp as follows.

1. JOHN:

(a) Referential Use: CU] —> P^1 - ^ {(( x | ( ri \= ((P^1; x» ) A ( Vy(ri \=

Note: Here the resource situation 1*1 picks out the individual John. If there is more
than one John, we would have corresponding resource situations for each John.

2. SAW:

u(a) Predicative Use: cu2 —> ?W2 -^> ((P^2; (t 11 -< tu))) = cr2.
Note: Here the relation P^2 for SAW is more or less mapped into itself. The tense
gets mapped into a temporal argument.

3. A:

(a) Referential Use: cu3 —> P^3 -^> {{P{ x | (r3 |= <(P; x)) ) A ( Vy(r3 |=

Note: Like the definite article, A has several uses. We give examples of four of the
five uses of A as they would occur when concatenated with a noun in a sentence.

Example: "John saw a planet" (used to indicate a particular planet but without access
to a resource situation—the resource situation r3 is not available to the addressee,
unlike the case of definite descriptions, and so the planet remains unidentifiable).

(b) Generic Use: cu3 —> P^3 - % ((P[ x | r'3 \= {(P; x)) ])) = cr̂ .

Note: Here r'3 is the grounding situation for the type.

Example: "A planet is an astronomical body" (where the description is used to refer
generically to a type of object).

(c) Predicative Use: cu3 —> P^3 - ^ ((P{ P ))) = o£.

Note: The difference between the predicative uses of THE and A does not appear to
lie in the contents expressed but possibly in their presuppositions.

Example: "Pluto is a planet" (where it picks out just the property of being a planet).

'Largely, but not entirely. See Parikh & Clark (2007) for further discussion.
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(d) Indeterminate Use: w3 + Pw3 4 ((PI k I ((P; k)) I)) = sy. 

Example: "Choose a planet you will write a paper on" (where there is an indetermi- 
nate reference to a planet). 

4. PLANET: 

(a) Predicative Use: w4 + P y  4 (( P;V4 )) = 04. 

Note: This refers to the inclusive sense of PLANET, that is, the sense that includes 
Pluto. 

(b) Predicative Use: w4 + P y  4 (( P y  )) = 0;. 

Note: This refers to the exclusive sense of PLANET, that is, the sense that excludes 
Pluto. 

Several observations are in order: 

1. Implicit in the instances of C and I listed above is a theory of names and descriptions and 
of verbs. Our purpose here is not to defend this implicit theory; we simply take it as a pos- 
tulate that this is how these categories ofwords work. Clearly, we believe it to be plausible, 
but we would be willing to replace the infons we have identified as the possible contents 
with others should someone persuade us otherwise. The important thing for equilibrium 
semantics is that the two maps give us appropriate infons as the possible contents of the 
words in an uttered sentence. 

2. We deliberately do not discuss the similarities and differences between THE and A here. 
It would take us too far afield. The conventional meaning of A can be read off from its 
predicative use and is $( P ). We have also deliberately omitted a fifth quantificational use 
for A here. 

3. We call the value of the conventional map the conventional meaning and the value of the 
informational map the referential meaning. When the latter is clear from the context, we 
will refer to it as just the meaning (or content). What the two maps together give us is the 
possible (referential) meanings of the words in an utterance. 

4. Conventional meaning and referential meaning are intended as generalizations or refine- 
ments of the traditional distinctions between intension and extension, or connotation and 
denotation, or sense and reference. 

5. Some contents make a reference to resource situations. When accessible, these situations 
enable the identification of the object that is being referred to. 

6. We have already simplified these maps by assuming that there is just one John and that only 
PLANET is (conventionally) ambiguous. Likewise, to avoid a combinatorial explosion in 
our exposition, we will assume that A involves just the referential and generic uses. This 
reduces the number of possibilities we have to consider to a manageable size. 

7. It should be easy to see that lexical ambiguity can involve either the conventional map or 
the informational map, an important fact that is often obscured. 

8. The foregoing should give one some confidence that all words in L can be dealt with 
similarly with respect to some utterance situation u. 
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4.4 THE FLOW CONSTRAINT

Game Theory and Linguistic Meaning

Consider just the ambiguous word PLANET = CU4 in the sentence cp uttered by A in u. We
assume A is referring to the first inclusive sense of PLANET in this situation. Consider the game
in Figure 1.

Figure 1: Game of Partial Information g4 — gu(a>4)

Here cu4 stands for an alternative, unambiguous, and therefore typically more complex ex-
pression that the speaker might have uttered but chose not to. This could be, for example, "planet,
the sense that includes Pluto". Similarly, cu" could be just "planet, the sense excluding Pluto".
The symbol S4 stands for the first situation where ,4's intention is to convey G4, and S4/ is the
counterfacrual situation where A intends to convey <r4. The rest of the context in our example
is shared by S4 and S4/, that is, it is contained in s4 = s4 n S41. P4 and p^ are the probabilities
that A is referring to <T4 or <r4 . Assume they are identical for A and B and are 0.9 and 0.1
respectively. The payoffs result from the costs and benefits of the various utterance parts and
interpretations. The key thing to observe here is that a certain ordering amongst them must pre-
vail, where successful interpretations are valued more highly than unsuccessful ones, and more
complex expressions are penalized more highly than less complex ones. Benefits and costs result
from a variety of situational and linguistic factors.

If we solve this game by most of the standard solution concepts (see Parikh 2001 for a dis-
cussion), we would find that 04 is the solution, which means that PLANET gets disambiguated in
the intended way.

Note that a similar game can be formed for each word in the sentence cp and is denoted by
g(cUi, u) = Qu(<JOi) — Qi. Let the class of such games over all words and phrases and sentences
be designated Q. For example, the game gu(cu3) is shown in Figure 2.3 It is reasonable to assume
that the payoffs for all the words in a sentence follow the same "pattern". When the number of
initial nodes is the same, the pattern will be identical.

We can also define a product <g> on Q for which we simply show an example here. The game
in Figure 3 is the product of the games in Figures 1 and 2.4

3Recall that we are considering only two possible contents for A.
4Notice that the initial nodes of the product game are in the center of the diagram rather than to the left—where

the situations and probabilities are placed beside slightly darker nodes—and the utterances go off to the right and
left. This way of drawing it just reduces the tangle of nodes and branches.
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Figure 2: Game of Partial Information g3 = gu(w3) 

First, there are 2 x 2 = 4 initial nodes, labeled with the unions of the corresponding situations. 
The tree takes its shape from the "product" of the input trees in a natural way. The utterances 
in the product involve the concatenations of the corresponding utterances in the multiplier and 
multiplicand, the contents involve the sum of the corresponding addends, and the payoffs involve 
the corresponding arithmetical sums. 

Note that several branches of the tree that occur from conjoining, for example, cu3 with w i  
at the node s3 U s4, and likewise at other initial nodes, along with their corresponding contents 
and payoffs, have not been shown. This would needlessly clutter the tree diagram. Essentially, 
all possible combinations need to be accounted for for the tree itself, the utterances, the contents, 
and the payoffs and probabilities. 

The probability of an initial node in a game of partial information is really the probability of 
the speaker's intention in the corresponding situation to refer to a particular content. For example, 
in Figure 1, p4 would be the probability that A intends to refer to a 4  in s4 and pqr would be the 
probability that A intends to refer to a; in s4,. 

Let xi stand for the possible contents oy of wi, where y stands for zero or more primes. Then 
the probability of an initial node for a lexical game is representable as pi(xi I x-i, si), that is, the 
meanings of the words in a sentence are interdependent and influence each other.5 

For example, pl = pl (al I X Z , X ~ , X ~ ,  S1) = 1 since there is just one John; pz = 
p2(02 1 XI ,x3,x4, S2) = 1 since there is just one infon corresponding to the verb; p3 = 

p3(a3 I xl,xz,x4,S3) and p3, = p3t(u; I x1,x2,x4,S3) = 1 - p3, since this game has just 
two initial nodes; and p4 = p4(a4 1 11, x2, x3, S4) and p4, = p4t (a; I x l ,  x2, x3, S4) = 1 - p4. 

Now, the probabilities in the product would be p34 = p34(a3, a4 1 X I ,  XZ, s), p34t = 

~341(a3,a; I XI ,XZ,S) ,  13314 = ~314(u;,a4 I X I , X Z , S ) , ~ ~ ~  ~ 3 1 4 r  = ~3141(4 . ; , 4  I XI ,XZ,S) .  Here 
s = [s3 u s4] n [s3 u s;] n [s; u s4] n [s; u s;]. All of these sum to 1 of course. 

These probabilities can be more compactly expressed by leveraging (and abusing) the nota- 
tion: write pi(x I S) = pi(xi I x - ~ ,  S), where x is the vector (xi) and S is simply the intersection 
of the situations at all the initial nodes. It is always possible to use the subscript of the p's to 
figure out which variables are the relevant random variables and which ones are the conditioning 

5 - si = si n si, n si,, n . . . as before. 
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Figure 3: The product g34 = g3 8 g4 



An Introduction to Equilibrium Semantics for Natural Language 157 

random  variable^.^ For example, p 3 4 ( ~  I S) would be identical to p34(~3 ,  x4 I X-34, n [ ~ ~ ~  U sqg,]), 
where X-34 is just the contents left out, namely, xl and xz and the y's represent zero or one 
primes. The key is the subscript of p which allows anyone to unambiguously determine the 
position of the arguments. This notation enables a compact representation of the fundamental 
equation in the next section. 

This completes the description of the product. The solution to the product game is just  IS^@ 0 4  

as would be expected. 
This shows how games of partial information can be set up to model the context of utterance u 

in order to derive the actual content of each word, phrase, and the entire sentence from the various 
possible contents as the solution to the relevant game. We label this fourthjow constraint F. 

5 EQUILIBRIUM SEMANTICS: SCIF 

Equilibrium semantics is a generalization of model theory and draws upon four central ideas: 
reference, use, indeterminacy, and equilibrium.' It involves combining the four constraints we 
have introduced into a single framework. 

i The frameworkconsists essentially of twopartial homomorphic maps (C, o) 3 (G, €3) + 
(1, @) connecting three monoids that take us from words and phrases via their embedding situa- 
tions and corresponding games to their contents. We can then form the content Cu = iog, where 
o now stands for function composition. This content function plays the same role in equilibrium 
semantics as the interpretation function plays in conventional model theory. 

These maps essentially involve maps from the parse trees of the sentence to corresponding 
"trees of games" and further to trees of contents (or infons). That is, g, maps a word or expres- 
sion into a corresponding game, relative to the context of utterance u, as explained in Section 4.4. 
These games are embedded in an isomorphic tree of games. And i maps each game into its solu- 
tion, which is its corresponding c ~ n t e n t . ~  

We have already seen the parse tree. The isomorphic tree of games is as follows: 

The third corresponding tree is the contents tree which is isomorphic to the first two. 

These three trees give us the full solution to the problem of deriving the literal meaning of 
cp from first principles. The second tree is obtained from the first via g, and the third tree is 
obtained from the second via i. 

If we make explicit the dependence of the map gu(wi) on the probabilities that come from 
u, we can write this as gu(wi, pi(x I S)) ,  where x is the vector of infons. This then allows us to 
write C,(wi) = i[gu(wi, pi(x I S))] which of course is equal to xi by definition. So if we express 

6 0 f  course, ordinarily pi(x I S) would equal pi(x1,. . . , xk I sy ) where the subscript k is the dimensionality 
of the vector. But in the present context, the notation is used in a non-standard way. 

7 ~ n  this paper, we will have nothing to say about indeterminacy, hut see Parikh (2006). It should be obvious how 
the other three ideas are being used. 

'The map is not to the whole solution or strategy profile, just to that part corresponding to the addressee's 
interpretation. 
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this in vector notation by including all the i's, we get the compact and elegant vector fixed point
equation:

Cu(aj,p(x| s)) = i [g u (o ) ,p (x | s))] = x . (5)

This is the equation we have to solve to compute the meaning of an utterance. The reader can
verify that the solution to this equation is precisely the sum of the infons in Equation 4.

Thus, equilibrium semantics combines SCIF via two homomorphic maps g u and i into a new
theory and framework for meaning.

6 CONCLUSION

We have compressed in these pages the framework of equilibrium semantics which allows us
to compute the meaning or content of any utterance in principle. We have shown how to handle
simple utterances involving simple noun and verb phrases, but to the best of our knowledge,
it is the only framework of its kind that can actually derive the meanings of even such simple
expressions from first principles, assuming little more than a limited rationality. It is not difficult
to extend this to more complex utterances and we do so in Parikh & Clark (2007).

In any case, it should be reasonably clear how we build use into reference at the ground level
via equilibrium by inserting the tree of games between the parse tree on the one side and the
contents tree on the other. This allows us to combine semantics and pragmatics into a single dis-
cipline by enabling both the computation and the representation of the content of any utterance.
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Chapter 11

RULE ORDERING: A LOOK AT QUANTIFIER SCOPE AND
COORDINATION IN GTS

Tatjana Scheffler
University of Pennsylvania

This article investigates a topic in game-theoretical semantics (GTS) that has received relatively
little attention in the previous literature: ordering principles that guide the application of game
rules. Sentences with quantifier scope ambiguities show that ordering principles cannot impose
a fixed hierarchy on game rules. It is proposed that the principles allow game rules to be played
in different orders, which yields two or more different games for some input sentences. These
distinct games correspond to distinct semantic interpretations. Based on data involving complex
quantifier scope ambiguities, including inverse linking examples, a new ordering principle for
quantifiers is proposed. It is argued that a hierarchy is needed that determines the relative prece-
dence of ordering principles, and a partial hierarchy is presented towards that end. The approach
is then tested with respect to coordination and quantifier scope.

1 INTRODUCTION

In the earlier literature, game-theoretical semantics (GTS) has been applied to the explanation
of anaphora and of complex quantifiers, and it seems especially well suited for these tasks. Nev-
ertheless, quantifier scope is an area that traditional approaches to formal semantics have been
concerned with in a large scale. However, this topic has been cut short in the literature on GTS.

Yet GTS is a formalism that claims to be largely syntax-independent. Game rules are delib-
erately formulated to operate on input strings. The only structure that has been brought into the
system is in terms of a couple of ordering principles that determine the sequences in which game
rules are applied.

This article investigates data from quantifier scope ambiguity in order to illustrate the impor-
tant role ordering principles play in the formalism. After a brief introduction to GTS (Section 2),
Section 3 presents an attempt to derive multiple readings for ambiguous sentences. This amounts
to considerable complexity in the ordering rules. Section 4 shows how a new ordering rule for
quantifiers can handle inverse linking that initially poses some problems for this framework. The
discussion elaborates on what the structure is that the ordering principles derive, which leads to
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the introduction of a hierarchy for ordering principles that determines their relative precedence
(Section 5).

The remainder of the chapter presents some problems related to scope and coordination. In
Section 6, a sketch of how such examples can be handled using the GTS-type ordering principles
is provided. Section 7 concludes the chapter.

2 GAME-THEORETICAL SEMANTICS

As a formalism for semantics, game theory originated with Lorenzen (1955) and was signifi-
cantly developed in Hintikka (1973) and subsequent works. In GTS, the truth (or falsity) of each
sentence is determined by a non-cooperative game between two agents, sometimes called Eloi'se
and Abelard. The moves of the two players are determined by game rules which replace some
part of the sentence; when the sentence is reduced to an atomic formula, the game stops. Eloi'se
is the initial verifier, Abelard the initial falsifier. This means that a sentence is true iff Eloi'se has
a winning strategy for the game (i.e., she can win no matter how Abelard moves), and it is false
iff Abelard has a winning strategy.

2.1 GAME RULES

In the previous literature, game rules have been proposed for a wide range of items in nat-
ural language, including quantifiers (Hintikka and Kulas 1985, Clark 2004), anaphora (Janasik
et al., 2002), possessives, intensional verbs (Hintikka and Kulas, 1985), adverbs and eventualities
(Pietarinen, 2001), among others. Throughout this paper, suitable game rules for the quantifiers
a (= some) and every will be assumed. Two natural rules are the following:

(G.a): If the game G(S; M) has reached an expression of the form:

Z - a X w h o Y - W

then the current verifier chooses an individual c from the appropriate domain. The game
continues as G (Z — c — W, c is an X and cY; M.).

(G.every): If the game G(S; M.) has reached an expression of the form:

Z - every X who Y - W

then the current falsifier chooses an individual c from the appropriate domain. The game
continues as G (Z — c — W, if c is an X and cY; M).

These game rules formalise the insight that for existential quantification, the verifier has to
find an example that makes the sentence true, whereas for universal quantification, the falsifier
attempts to find a counterexample.

2.2 RULE ORDERING

GTS, as it is presented for example in Hintikka (1996), is not independent of syntactic parsing
but rather presupposes it. Although game-theoretic rules are formulated to operate on strings,
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syntactic structure must be given. For formal languages, this is trivial, since the syntax is always
explicit in the formula: bracketings show which element is available for play and thus which rule
can be applied. For example, the rule (G.V) is played in (1), whereas only (G.3) is available in (2).

(1) Vx[linguist(x) —> Ely [party(y) A attends(x,y)]]

(2) 3y[party(y) A Vx [linguist (x) —> attends(x,y)]]

As noted in Hintikka (1982), the scope of natural-language quantifiers is, in contrast, not
as easily obtained. In GTS, rule ordering is used to derive many of the same effects that ex-
plicit scope marking has for the quantifiers in formal languages. The order in which game rules
are applied to natural-language sentences is thus subject to certain principles, which can be ei-
ther general or item-specific. (O.comm), (O.LR) and (O.LR.subgames) are general ordering
principles, whereas (O.any) is a specific principle; all are mentioned in the previous literature
(Hintikka and Sandu, 1991, pp. 27f):

(O.comm): A game rule must not be applied to an ingredient of a lower clause if a game rule
applies to an ingredient of a higher one.

(O.LR): In one and the same clause, game rules are applied from left to right.

(O.LR.subgames): Subgames are played in left-to-right order.

(O.any): (G.any) has priority over (G.not), (G.or), and (G.cond).

These principles take over the role that syntactic structure (bracketing) had in the seman-
tics of formal languages. In this capacity, they are also the counterpart of syntactic structure in
traditional approaches to natural-language semantics: Issues that have been analysed by appeal
to Logical Form, a syntactic structure of sentences on which semantic interpretation is based,
will have an impact on the ordering rules of GTS. Some of these issues, among which quantifier
raising and reconstruction effects are the most notable, are discussed in this chapter. The un-
derlying question is whether rule ordering can be used to obtain the available interpretations for
natural-language sentences. To do that, what kinds of ordering principles are needed?

3 QUANTIFIER SCOPE AMBIGUITY

So far, the ordering principles uniquely determine the proceedings of a game, just like the
syntactic structure (bracketing) does for formal languages. At each point, only one game rule is
available for play. Following these principles derives exactly one interpretation for each sentence
no matter how many quantifiers it contains. Because of (O.LR), this interpretation will be the
one corresponding to the surface scope of all quantifiers.1

Consider an English sentence (3) with two quantifiers. The two possible interpretations are
in (4).

(3) Every linguist attends a party.

(4) a. Vx [linguist (x) —> 3y [party (y) A attends (x,y)]]

1 An exception is any, since the specific ordering principle (O.any) determines that any always takes wide scope.
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b. Ely [party (y) A Vx[linguist(x) —> attends(x,y)]]

With the existing rules, only the surface-scope reading, according to which every scopes
over the indefinite a as in (4a), can be obtained. In a discourse, the inverse reading (4b) might,
however, be the appropriate one. Therefore, the game must be allowed to optionally proceed in
a different way, so that a can be processed before every.

Thus, there must be some variability concerning the application of the ordering principles.
For a first approximation, one can assume that within a clause, quantifiers can be chosen freely
(hence violating (O.LR)):2

(O.quant): Within a clause, any quantifier can be chosen at any point before it actually appears
in the string. This takes precedence over (O.LR).

Application of this non-deterministic principle allows for two alternative proceedings of the
game. Some theoretical implications of this are discussed in Section 5. In practice, the new
principle allows us to derive the two interpretations for the above example sentence. The games
are shown in (5).3

(5) a. Every linguist attends a party.

John attends a party, if John is a linguist. (G.every)

John attends A, if John is a linguist and A is a party. (G.a)

b. Every linguist attends a party.

Every linguist attends A, and A is a party. (G.a)

John attends A and A is a party, if John is a linguist. (G.every)

3 >V

4 INVERSE LINKING

An interesting problem concerning quantifier scope refers to inverse linking, as in (6):

(6) Some sailor on every ship in some harbour is drunk.4

The sentence contains a series of nested quantifiers. In one reading, these quantifiers are
interpreted in their surface order, so that each quantifier scopes over the ones that are embed-
ded into it. A different reading where a (lower) quantifier scopes over its embedding (higher)
quantifier is called inverse linking.

Hintikka and Sandu (1991, p. 74) claim that the inverse-linking reading is available here
because the surface reading is nonsensical and thus, in the course of the game, yields uninter-
pretable sentences. The ungrammaticality of the surface reading is, according to Hintikka and
Sandu, what allows (O.LR) to be violated.

2Clark (2004) suggests that the order in which quantifiers are chosen should not be completely arbritrary. Instead,
he claims that probabilities should be attached to each alternative. I will not discuss this proposal in this paper.

3 The current falsifier is called Falsifier, the current verifier Verifier. They correspond to what Hintikka calls
Nature and Myself, respectively. Game rules are noted on the right, as they are applied.

4This is Example (5.1.1) of Hintikka and Sandu (1991).
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4.1 INVERSE LINKING IS NOT THE EXCEPTION 

There are, however, cases in which both the inverse linking reading and the surface reading 
are plausible (7). Two possible contexts that disambiguate between the readings (and show their 
availability) are given in (7a) (surface reading) and (7b) (inverse linking). 

(7) Every parent of two children should attend the meeting. 

a. There's a meeting tomorrow about helping children develop good relationships with 
their siblings. Parents with only one child do not have to come. 
But every parent of two (or more) children should attend the meeting. (V > 2) 

b. Our meeting tomorrow will talk about children who get in fights on the school yard. 
In our class, most children do not get into trouble, so their parents do not have to 
show up at the meeting. 
But every parent of (these) two children should attend the meeting. (2 > v) 

The rule (O.quant) allows exactly these two interpretations. Since any quantifier is available 
for play independently of its position in the string (contra (O.LR)), two can be played before 
every, and the inverse linking can be derived in this way. 

The game which derives the inverse linking reading (7b) proceeds by playing on two, yield- 
ing? 

(8) Every parent of Mary should attend the meeting, and Mary is a child. 

This is then resolved to: 

(9) Bob should attend the meeting, if Bob is a parent of Mary; and Mary is a child. 

Note that ofMary is a restrictive modification of the noun phrase, and thus part of the restric- 
tion of the quantifier every, just like the common noun parent and just like restrictive relative 
clauses specifically mentioned in every quantifier game rule. 

The restrictive prepositional phrase must be treated in the same way as a restrictive rela- 
tive clause. This also reflects the semantics: the two children are part of the restriction of the 
embedding quantifier, not part of its nuclear scope. (10) is an example very close to Hintikka 
and Sandu's original inverse linking sentence (6), and its most prominent reading is indeed the 
inverse linking one. 

(10) Some parent of every student should attend the meeting. 

The only way to play a game successfully on this sentence is when the restriction of some 
is treated as such. Otherwise, even in the inverse linking case one would derive the following 
ungrammaticality: 

(1 1) Bob of Mary should attend the meeting, if Bob is a parent; and Mary is a student 

Using this account of restrictive prepositional phrases, the game deriving the surface scope 
reading (7a) proceeds as follows. First, (G.every) is played, yielding: 

'I assume a rule for two similar to one given for at least n in Clark (2004). Such a rule would require the verifier 
to choose two individuals, of which the falsifier then picks one. 
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(12) Bob should attend the meeting, if Bob is a parent of two children.

Further play on two produces:

(13) Bob should attend the meeting, if Bob is a parent of Mary, and Mary is a child.

It should not worry us that the final sentences for the surface reading and the inverse reading
are the same, since it is the entire game that matters. In the surface case, each parent of any
two children is obliged to attend, since the parent 'Bob' is chosen without reference to particular
children. In the inverse linking case, the parent is chosen after the children have already been
picked, and is therefore informationally dependent on the children. This is the essence of the two
distinct readings for the sentence.

One note about Hintikka and Sandu's original example (6) is in order: with the approach pro-
posed here, nothing prevents us from deriving the surface scope reading for their sentence as well.
The first step in the game, playing on some sailor, yields the following (grammatical) sentence:

(14) Jack Tar is drunk, and Jack Tar is a sailor on every ship in some harbour.

The question is to what extent this sentence makes sense. If it is actually the case that Jack
Tar can be said to be a sailor on every ship in a harbour, then this reading is fine. More likely,
however, there is no such sailor in the world, in which case this reading is not ungrammatical but
simply false.

4.2 A MORE COMPLEX EXAMPLE

This section shows that the new quantifier ordering principle (O.quant) is still too permissive.
For several quantifiers in a clause, the rule predicts all permutations of quantifiers to yield a
possible reading. This makes the correct predictions for a suitable example, such as (15).

(15) a. (At least) two social workers gave a doll to each/every child.

b. V > 2 > 3 :
Vy[child(y) —> 3x[socialworkers(x) A |x| > 2 A
Vx'[x' d x -> 3z[doll(z) A gives(x',z,y)]]]] (Joshi et al., 2003, (5))

The sentence (15a), with the three quantifiers Qi, Q2 and Q3, has the prominent reading spelled
out in (15b). The same ordering of quantifiers, Q3 > Qi > Q2 is ruled out in examples with
nested quantifiers, such as (16).

(16) Two politicians spy on someone from every city. (Larson, 1985, (12))

The sentence (16) also has three quantifiers, and it is therefore predicted, according to the game
rule (O.quant), to have 3! = 6 different readings. One of the readings is generally excluded
because it has very weak truth conditions, namely one in which 3 > 2 > V.6

6This is presented in Joshi et al. (2003). But note that the following sentence has exactly the same structure as
the one above while the reading in question does not have equally weak truth conditions.

(i) Two politicians talked to every representative of some country.
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The inverse linking reading t/ > 2 > 3 (corresponding to the reading exhibited in (15b)) is 
also excluded, but this is not a logically impossible reading (Hobbs and Shieber, 1987). It turns 
out that in cases with nested quantifiers two nested quantifiers must be interpreted next to each 
other, not allowing other quantifiers to intervene. GTS does nothing to prevent this unavailable 
reading. The derivation in GTS, using the machinery introduced so far, would proceed as follows: 

(17) Two politicians spy on someone from Philadelphia, if Philadelphia is a (G.every) 
city. 

Bob spies on someone from Philadelphia, if Philadelphia is a city and (G.two) 
Bob is a politician. 

Bob spies on Bill, if Philadelphia is a city and Bob is a politician, and (G.some) 
Bill is from Philadelphia. 

+ * V > 2 > 3  

The intuition is that quantifier phrases embedded into each other build a unit that nothing can 
intervene in. I formalise this by incorporating it into the ordering rule for quantifiers (0.quant). 

(0.quant)': Within a clause, game rules for quantifiers can be applied earlier than (0.LR) 
would allow them. Once a quantifier has been chosen for play, rules for its embedded or 
embedding quantifiers take precedence over everything else. 

Another possibility to account for the facts would be to keep the ordering rule (0.quant) 
from above, and state the additional constraint in the individual rules for quantifiers, for instance 
by making reference to possible embedded quantifiers in the structural description. I will not 
pursue this option further since it would mean a multiplication of the quantifier rules (at least one 
additional rule per quantifier). 

Finally, the modified ordering principle (0.quant)' is still problematic: the sentence (18) 
shows why. 

(1 8) Two sailors on some ship in every harbour are drunk. 

This example sports three quantifier phrases that are nested into each other. The judgments are 
the same as above for (16). That is, all scope orderings are possible, as long as the outermost 
quantifier (two sailors) does not intervene between the other two. Given this data, a potential 
ordering principle for quantifiers becomes very complex: 

(0.quant)": Within a clause containing the nested quantifier phrase (QP1 (QPz (QP3))), where 
QP1 and QP3 may be arbitrary nestings of zero or more quantifiers, QPz may be played 
on at any time. Then, other ordering rules are suspended, until QP3, followed by QPl , has 
been processed. 

This principle is interesting since it differs from (0.LR) and (0.comm) in being more detailed. 
The new rule also depends on more structure being explicitly marked. The simpler examples 
with non-embedded noun phrases (e.g., (3)) reduce to the trivial case in which QP1 and QP3 in 
(0.quant) are both zero. The other ordering principles then regulate the rest of the derivation. 
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5 THE NATURE OF ORDERING PRINCIPLES

At first, ordering principles for quantifiers seem to differ from previous suggestions. In this
section I will show that new principles are not so different from the others, and discuss an alter-
native way of deriving scope ambiguity in GTS.

5.1 ORDERING PRINCIPLES ARE HIERARCHICAL

(O.quant)" looks different from previous ordering principles because it makes an explicit
reference to other ordering rules. It speaks about the principles that determine the application
of game rules. However, this is not so new. (O.any) already implicitly overruled (O.LR)—this
hierarchy of ordering principles has simply been made explicit. For (O.LR) and (O.comm), their
respective importance has been put into the phrasing of the principles, specifying that (O.comm)
takes precedence, since (O.LR) applies "in one and the same clause". The hierarchy of the
ordering principles discussed so far, made entirely explicit, should therefore be the following:

(19) Hierarchy of Ordering Principles:
(O.subgames) > (O.comm) > (O.any) > (O.quant)" > (O.LR).

The rule orderings, seen in this way, provide the structure (or syntax) on which the game
itself derives the semantics. If this is the task of the ordering principles, they may become very
complex. However, such machinery seems necessary if the semantics should be able to derive
any and all of the readings for a given sentence. Each structure, or each sequence of game rules,
if it is grammatical, yields a distinct reading of the sentence. For each such game, a separate
winning strategy can exist.

5.2 ORDERING PRINCIPLES SHOULD NOT BE VIOLATED

Hintikka and Sandu (1991, p. 76) discuss an inverse linking example which allows two dis-
tinct interpretations (their 5.1.10):

(20) Every book on some interesting topic by any author is interesting.

Hintikka & Sandu derive two games and two readings by allowing (O.LR) to be violated in
some cases, and letting any author be played on before some interesting topic. This approach, if
permitted in every sentence, could of course allow the derivation of two readings in the simple
quantifier scope ambiguity cases such as (3).

In general, though, ordering principles should not be violable. For example, allowing the rule
(O.comm) to be violated would lead to an abundance of impossible interpretations for common
sentences. For example, what would then prevent us from taking (21) to mean that for every
professor, there is a student that believes the professor own a Porsche? But the sentence does not
have this reading.

(21) Some student believes that every professor owns a Porsche.

For this reason, I will take the ordering rules to be inviolable (unless explicitly overruled).
The hierarchy makes explicit which ordering principles take precedence over others. This pro-
vides a better tool than what we have had in the literature for controlling the order in which
games are played on natural-language sentences, and prevents the possibility of deriving un-
available readings for sentences such as (21).
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6 COORDINATION

In this section, I will discuss the question of how scope and coordination interact. These
interactions lead to the question of whether finding a single, hierarchical set of ordering principles
is possible.

6.1 SIMPLE COORDINATION IN GTS

Logical conjunction only recognises coordination of entire terms. In natural language, coor-
dination of other types of constituents is common. Examples of constituent coordination are:

(22) John and Mary went to the movies.

(23) John and Mary met.

(24) Every man and every woman met.

The basic idea for constituent coordination is that it is distributive, in other words whatever is
said about the coordinated constituents (for example, whatever is predicated of two coordinated
NPs) should hold for each of them separately. Thus, (22) means that John went to the movies
and Mary went to the movies. I adapt the game rule (G. A ) from formal languages to English:

(G.and): If the game G{S; M) has reached an expression of the form:

Z - X a n d Y - W

then the current falsifier chooses a c G {X, Y}, and the game continues as G (Z - c - W; M.).

This does not work for all coordinations. One problem are predicates that are not distributive
but collective, like the ones in (23-24). Their interpretation will pattern with the interpretation
of plurals (like they met), and I will not address this interesting issue here.

6.2 COREFERENCE AND CONJUNCT ORDER

Consider:

(25) Some father and his son laughed.

Example (25) is interesting because it uncovers a deep problem with a solution: if only one
of the conjuncts is ever inspected (as is done with sentential coordination for formal languages),
some coreference effects cannot be obtained. If the game is played on a model in which there
is a father and his (only) son, the falsifier has a winning strategy by choosing the conjunct "his
son laughed". A common approach to pronouns allows the verifier to choose freely from a list
(choice set) of potential referents, which is compiled from previously picked individuals (Janasik
et al. 2002, Clark 2006). Now verifier cannot find a referent for the pronoun, and therefore loses.

To avoid this problem, the game rule must be changed so that both conjuncts will actually be
checked, in a certain order. To do this, the game will be split into two subgames. Furthermore, the
ordering principle (O.subgames) (see Hintikka and Sandu 1991) guarantees that the subgames
will be played in the order they are listed.7

7 [See Gabriel Sandu's paper in this volume for related discussion.]
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(G.and)': If the game G{S\ M) has reached an expression of the form:

Z - X a n d Y - W

then the game continues a s G ( Z - X - W , Z - Y - W; M.).

Together with (O.subgames), (G.and)' predicts that the following sentence with the alter-
native conjunct order runs into problems. This is, in fact, the case because the sentence (26) is
ungrammatical.

(26) *His son and some father laughed.

6.3 SCOPE RESTRICTIONS

Consider next:

(27) Every man and every woman solved a puzzle.

Sentence (27) introduces a scope ambiguity similar to ones I discussed in Section 3. The sentence
has two readings, one in which a puzzle has wide scope and one in which a puzzle is outscoped
by both universal quantifiers (presumably independently, as I will assume the distributive reading
according to which every person worked on one puzzle on their own).

Nothing in the ordering principle (O.quant)" guarantees just these two readings. Instead,
one obtains all four combinatorially possible scope orderings. A further fact about the data is
that when a puzzle has wide scope, it must necessarily be the same puzzle for both men and
women (that is, it must scope over and as well).

One can obtain the wide scope of a puzzle using the ordering rule for quantifiers from the
previous section. If (G.a) is played first on the sentence, the coordination can be split up later
and we get the desired result. The ordering of (G.a) at the beginning of the game is optional,
though. The coordination has to be processed first in order to get the surface scope, V > 3. But
then, nothing prevents the players from applying (G.a) before (G.every) in one of the individual
subgames. Because each subgame should be independent from the others, it is not guaranteed
that their structure is parallel.

One approach is to require the conjunction and that coordinates NPs to be processed late.
That is, the individual parts are played before the rule for and is applied for NP coordination.
Then, both every quantifiers would have to be replaced by constants first, before (G.and) splits
the game. The ordering principle (O.and) requires (G.and)' to apply last in the case of NP
coordination.

(O.and): In an expression of the form:

Z - [NP X] and [NP Y] - W,

a game rule must not apply to and if it can apply to X or if it can apply to Y.

This ordering principle permits the following games on (27):8

8At the moment, it is not clear how some additional readings that result from interleaving the play on a some-
where in between the two everys might be excluded.



Rule Ordering: A Look at Quantifier Scope and Coordination in GTS 169

(27) Every man and every woman solved a puzzle.

a. Every man and every woman solved Rubik's Cube, and Rubik's (G.a)
Cube is a puzzle.

John and every woman solved Rubik's Cube, Rubik's Cube is a puz- (G.every)
zle, and John is a man.

John and Mary solved Rubik's Cube, Rubik's Cube is a puzzle,... (G.every)

John solved RC, Mary solved RC, RC is a puzzle,... (G.and)'

b. John and every woman solved a puzzle, and John is a man. (G.every)

John and Mary solved a puzzle, and John... (G.every)

John solved a puzzle and Mary solved a puzzle,... (G.and)'

John solved Rubik's Cube, Mary solved the Tower of Hanoi,... (G.a)

These two games derive exactly the two possible readings for (27).

7 CONCLUSION

The ordering principles that govern the application of game rules during the course of a game
are one part of GTS that has not yet been worked out in sufficient detail. It is easy to find counter-
examples that abuse the game rules when they are simple string-matching rules. Therefore, some
syntactic structure has to be assumed. This fact makes it not so much different from traditional
semantic approaches, which require certain very particular syntactic trees to work on (e.g., LF).
It is an open question to what extent the claim that GTS does not pose constraints on syntax and
works independently from it can be maintained.

Quantifier scope ambiguities are a special problem for GTS because if there is no LF, and
no movement, all quantifiers are interpreted in situ. That is, temporal ordering during the game
determines the scope of quantifiers, because once the rule has been applied, everything left in the
clause is in the nuclear scope of the quantifier.

So far, the only rule touching that issue was (O.LR), which requires left-to-right processing.
This is of course too strict, especially when taking into account that some sentences have more
than one reading due to quantifier scope ambiguities.

Therefore, I proposed an additional ordering rule (O.quant)" which allows quantifiers to be
optionally interpreted 'earlier' than in their actual surface position. This worked well for the
simple case, but immediately opened up new questions about scope islands and scope ordering
in nested quantifiers.

Furthermore, NP coordinations raise problems of scope ambiguities and scope restrictions. A
mechanism that can force quantifiers to be interpreted 'together' (or rather, 'next to each other'),
as suggested above for nested quantifiers, may help in this case. Conjoined quantifiers also seem
to take scope together, either both above or both below other scopal elements.

It was shown here that the variability of natural language coordination is a potential problem
for GTS (just as for other semantic approaches). As with quantifier scope ambiguities, the data
supporting ordering principles is, in part, contradictory. It seems that an absolute ordering of
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game rules may not be possible after all. A possible extension would be a statistical ranking of
rules that is sensitive to the context. The path chosen here emulates syntactic structure through
the ordering rules. This leads to considerable complication in the rules but has been shown to
derive correct interpretations for a variety of sentences.
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I offer a dynamic version of game-theoretical semantics (GTS) which accounts for the distinction 
between logical and binding scope. The present paper modifies an argument contained in Sandu 
& Janasik (2003). 

1 Two NOTIONS OF SCOPE 

Usually, a standard quantifier is associated with both a logical (priority) and a binding scope. 
The former indicates a relation of logical dependence and independence as in the formula 

Vx(SyA(x,y) + B(Y)), (1) 

where the universal quantifier is logically prior to the existential quantifier and implication, 
which, in turn, is logically prior to the existential quantifier. The binding scope, on the other 
hand, relates to the segment in which a free variable is said to be bound by the quantifier. In the 
traditional Frege-Russell logical languages, if a variable is in the binding scope of a quantifier, 
then it is also in its logical scope. Logicians and philosophers (Peter Geach, Jaakko Hintikka, 
David Kaplan and Hans Kamp, among others) noticed that this is no longer so for natural lan- 
guage as the following examples indicate: 

A girl smiles. She is happy. (2) 

If a girl smiles, she is happy. (3) 
In (2), the indefinite a girl is a head of she. If we construe the head-anaphor relation on the 
analogy 'quantifier-bound variable', then (2) is an example of a variable being in the binding 
scope of a quantifier but not in its logical scope. In Hintikka & Sandu (1989), we followed 
Hintikka (1987) and introduced two kinds of brackets to distinguish between the two notions of 
scope. In the following logical representations of (2) and (3), the parentheses indicate the binding 
scopes and the square brackets the logical scopes: 
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3x([G(x) AS(x) ] ->H(x) ) . (5)

The main question of the paper is: Can we have a semantical interpretation which distin-
guishes the two notions of scope and is such that the existential quantifier in (5) has the force of
a universal quantifier?

2 Two ATTEMPTS IN GAME-THEORETICAL SEMANTICS

2.1 THE SUBGAME INTERPRETATION

Hintikka and his associates (Carlson & ter Meulen 1979, Hintikka & Kulas 1983, 1985)
attempted to give an answer to our question in game-theoretical semantics (GTS) using the notion
of a subgame. The basic idea is to divide an overall semantic game into several subgames, each
of which is played out completely before the players move on to consider the next one. The
notion of a subgame was intended to capture 'the conditional character of conditionals', and to
avoid the problems associated with the analysis of 'if X then Y' as the material conditional '->X
or Y\ It is clear that the correct analysis of the conditional must provide a warrant for the passage
from the truth of the antecedent to the truth of the consequent.

Indeed, according to the original idea of GTS, given a game G(X —> Y) on a conditional
X —> Y, the game G(Y) on the consequent should be played only if G(X) has turned out to be
true. Furthermore, G(Y) should be played in a way that depends on the mechanisms which led
to the verification of X. Exploiting the fact that in GTS the truth of a sentence A amounts to
the existence of a winning strategy for the verifier in the game G (A), the subgame interpretation
takes the truth of the whole conditional to be defined in terms of a mechanism by which the
strategy used in verifying the antecedent X is somehow 'remembered' in playing the game on
the consequent Y. What this 'remembering' amounts to becomes particularly evident in the case
of pronominal anaphora. Typically a game-theoretic strategy in the antecedent reduces to the
choice of an individual which can serve as the head for a subsequent pronoun via a choice set
which is the book-keeping device keeping track of the individuals introduced in the course of
the game. More generally, the notion of a subgame allows a natural extension of GTS from the
sentential level to the level of a discourse. A fragment of discourse can now be conceived of as a
'supergame' consisting of several subgames played on successive sub-sentences.

Despite its rather long history and diligent application, the notion of subgame has never been
made very precise but instead has been used more or less heuristically. The main difficulty
with the mechanism of subgames in the Hintikka-Carlson-Kulas framework is that it makes the
relation of an anaphoric pronoun to its head dependent upon the notion of truth. In other words, if
we follow this idea in the game associated with (2), the subgame associated with the consequent
is played only if the antecedent was first shown to be true. If the antecedent is shown to be false,
the second subgame is not played at all. In other words, in conditionals with false antecedents
there is no need to establish any anaphoric link whatsoever.

2.2 IF LOGIC

The second attempt in the game-theoretical literature has been to take the scope distinction
to be a phenomenon of informational independence in the sense of the theory of games. Hin-
tikka & Sandu (1989) introduced IF ('independence-friendly') languages designed to represent
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arbitrary patterns of dependences and independences of quantifiers, connectives and other logical 
operators. In that programmatic paper, we considered two kinds of examples. 

First, we wanted to represent quantifier patterns as in the paradigmatic formula 

where the idea is that 

1. 32 is only in the logical scope of Vx (and not in the logical scope of Vy), and 

2. 3w is only in the logical scope of Vy (and not in the logical scopes of Vx and 32). 

We have here a partial order of the four quantifiers, an idea which goes back to Henkin (1961) 
who used a different notation: 

Drawing on some earlier work of Hintikka, we were persuaded that natural-language provides 
plenty of examples involving partially ordered quantifiers as well as partially ordered modal 
(tense) operators standardly interpreted as quantifiers over possible worlds (temporal moments). 
Examples are: 

John believes that there are people who persecute him, but some of them (8) 
are in reality merely trying to get his autograph. 

Once I did not believe that I would now be living in Tallahassee. (9) 

In (9), for instance, the second tense operator (would) is in the logical scope of the epistemic 
operator (believe) but not in the logical scope of the tense operator (did). The semantical role of 
now and really is to get one back to the actual world or the present moment of time. Inspired by 
Hintikka's and Saarinen's work in the seventies (see Saarinen 1979), I devised a game interpre- 
tation for such prefixes of modal operators which I labelled the back-looking interpretation. The 
thing to be emphasised from the perspective of the present paper is that, indeed, the back-looking 
interpretation is an example of the partial ordering of the logical scopes of modal operators but 
it does not, however, throw light on the two notions of scope. - 

The second group of examples we focussed on involved, in addition to partially-ordered quan- 
tifiers and modal overators. richer combinations of auantifiers. modal overators and connectives 
such as those in the following example inspired by David Kaplan: 

Here the diamond is the possibility operator. The brackets indicate that the diamond is in the 
logical scope of the implication. Formula (10) is ill-formed on the standard logical syntax, for 
the binding scope of the universal quantifier extends over implication which logically dominates 
the diamond which in turn dominates the universal quantifier. The meaning we associated with 
this formula is: there is at least one alternative world such that, whatever is an A in this world 
is, as a matter of fact (= in the actual world), a B. Hintikka & Sandu (1989) did not contain a 
detailed analysis of (lo), but we thought it provided an intuitive example of a class of logical 
constants on which the relation of 'being in the logical scope of' is not well-founded: 
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'0' is in the logical scope '4'. 

'4' is in the logical scope of 'Vx'. 

Diagrammatically: 
O > V x > + > O .  

Unlike in the previous examples, which are notational variants of Henkin's partially ordered 
quantifiers and for which a natural interpretation can be given in terms of games of imperfect 
information (Pietarinen 2001 gives a good survey of the literature), we have never been able 
to devise an interpretation for these kinds of circular prefixes. In fact, I now think it is really 
difficult to make sense of (10) if the logical scopes of the constants occurring in it have this kind 
of circular dependence. This is one of the reasons why it may be useful to think of examples like 
(10) in a different way. 

We may think of (10) as presupposing already the two notions of scope, taking the logical 
scopes of the quantifier, implication and diamond to be totally ordered: 

+ 2 0 > Vx. (12) 

That is, 'Vx' is in the logical scope of the diamond which is in the logical scope of the implication, 
but the binding scope of the quantifier extends over the implication in order to reach the variable 
x in B (x). In this case, the ordering of the logical scopes of the connectives would not bring a 
solution to the problem of the two notions of scope, but the other way around: the two notions of 
scope are taken as primitive. This allows us to account for examples such as (lo), provided, of 
course, that we find a natural interpretation for the two notions. As a matter of fact, this is how 
it should be: For how could a relation which affects only the ordering of the logical scopes of 
quantifiers and connectives also affect their binding scopes? 

In what follows I am going to sketch a game interpretation which distinguishes the two kinds 
of scopes and which yields, for certain sentences, the same prediction as dynamic predicate logic 
(Groenendijk & Stokhof, 1991). In other words, I am going to sketch a version of dynamic GTS. 

One remark is in order here. The fact that the two notions of scope do not coincide, and 
thereby that first-order logic cannot, given its standard interpretation, account for the intended 
reading of these sentences, can be taken in two ways. Either the analogy between the pairs 
(head, anaphor)-(quantifiers, variables) should be given up (Neale, 1990), or one should look 
for alternative logical representations. I will opt for the latter, pointing out, however, some of its 
limitations. 

I will begin by a short sketch of two alternative approaches suggested to the problem at hand. 

3 DISCOURSE REPRESENTATION THEORY (DRT) 

In the original version of DRT (Kamp 1981, Kamp & Reyle 1993), natural-language dis- 
course is the input to a construction algorithm which converts its sentences into Discourse Rep- 
resentation Structures (DRS). DRSs are specified in a formal language L consisting of a set A 
of individual constants together with a set of n-place predicate constants to which we add a set 
U of discourse markers xl , xz, . . . . The individual constants and the discourse markers form the 
set of terms of our language L extended with U. 
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A DRS consists of a set of discourse markers and a set of atomic or complex conditions. We 
will not be concerned here with all the intricacies of DRT but demonstrate instead its application 
to sentences (2)  and (3). 

In the first stage, the first subsentence of (2)  (A  girl smiles) is processed, the result being: 

Next, the second sentence (She is happy) is processed: 

Finally, we have an operation ';' that merges the two DRSs into a single one: 

A DRS is true in a model M if and only if there is an assignment from a set of markers to the 
entities of the domain of M that satisfies all the conditions of the DRS. In the present case, this 
means that Dl; Dz is true if and only if there is an assignment g : { x ,  y }  4 Dom(M) such that the 
conditions man(x), entered(x), smiled(y ) and x = y are satisfied. The reader may check that, in 
the model M, this interpretations makes (2)  materially equivalent to the first-order sentence 

The DRS corresponding to (2)  is formed by an operation which combines Dl and D2 into a 
single DRS, Dl =+ DZ, defined via the stipulation 

Again, it may be checked that this interpretation renders (3)  materially equivalent to the sentence 

4 DYNAMIC PREDICATE LOGIC (DPL) 

Usually some version of dynamic logic is used in the formalisation of reasoning about pro- 
grams which, for the present purpose, are taken to consist of sets of pairs of assignments in a 
model M, where an assignment is a function from the set of variables to the universe of the 
model. A formula of predicate logic is then interpreted as a set of pairs of assignments. Roughly, 
a pair ( g ,  h) is in the interpretation of the formula cp if and only if, when cp is evaluated with 
respect to g, h is a possible outcome of the evaluation procedure. We shall be interested only in 
a few clauses relevant to the present discussion. 

According to this interpretation, the formulas are divided into two classes: 
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We may check that

||3xP(x) A QMH ={ (g ,h) : (h(x) e PM and h(x) e Q M )} . (22)

(Here P M is the interpretation of P in M.) Satisfaction in M with respect to the assignment s
(M \=s cp) is defined as

M h s 9 if and only if 3g((g, s) e ||i|>||) • (23)

It can be checked that the satisfaction of 3xP (x) A Q (x) in DPL is equivalent to the satisfaction
in standard predicate logic of 3x(P (x) A Q (x)), and the same holds of the pair 3xP (x) —> Q (x),
Vx(P(x) —> Q (x)). Thus the interpretation of 3xP (x) A Q (x) nicely distinguishes between
the two scopes: the conjunction has logical priority over the existential quantifier whose binding
scope extends to the right conjunct. Moreover, unlike in the DRT approach, the result is achieved
with the syntax of first-order languages (cf. Groenendijk & Stokhof 1991).

5 GAME-THEORETICAL SEMANTICS FOR FORMAL LAN-

GUAGES

5.1 STANDARD INTERPRETATION

We fix a standard first-order language containing A, V, -•, Vx and 3x as its logical constants.
The full game-theoretical interpretation for this language goes back to Hintikka & Kulas (1983).
An alternative interpretation in terms of games in extensive form was first explicitly introduced
in Sandu & Pietarinen (2001) in connection with IF-languages. The extensive-form of a game
represents a semantical game £/(cp, M, s) of perfect information (s is an assignment) as a set of
histories build up according to the rules of the game. Here I prefer to represent these rules in
the form of tableau rules for building up semantic trees for classical logic in the style of Evert
Beth and Jaakko Hintikka. Recall that these semantic tableaux are formed by associating each
connective and quantifier with its own rule. For example:

A A B (24)

i
A

i
B

A V B (25)

A B

Let s be an assignment in the relevant model which, for the sake of simplicity, contains only two
elements, a and b. The game rules for the first-order language are given below. The labellings
' 3 ' and 'V indicate the player who is making the move, and 'c ' indicates an exchange of the
roles of the players.
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Conjunction: 

(Player V chooses one of the conjuncts and the play goes on with the chosen conjunct and the 
initial assignment.) 

Disjunction: 
A V B , s  

J j ' Y  

A, s B,  s 

Negation: 

(Players exchange roles for the remaining part of the game.) 
Existential quantification: 

(Player 3 chooses one of the elements of the universe of the model to be the interpretation of x.) 
Universal quantification: 

If the universe of the model is infinite, then the last two rules would result in an infinite 
number of branches. 

Each application of one of the above rules reduces the complexity of the formula to which 
the rule is applied. A maximal branch is a branch to which no rule can be applied any longer 
because it is labelled by (C, t), C an atomic formula. Each maximal branch represents a play of 
the game, and it results in a win for exactly one of the two players. It is a win for the player 3 
under exactly two conditions: (i) the assignment t satisfies the formula C and the play contains an 
even number of role exchanges; and (ii) t does not satisfy C and the play consists an odd number 
of role exchanges. Otherwise, the maximal branch is a win for the player V, which amounts to 
the dual cases of (i) and (ii). 
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The crucial notion is that of the truth in M (the existence of a winning strategy for 3) and 
the falsity in M (the existence of a winning strategy for V). The former is defined as a method 
for player 3 to win every play against any move of his opponent. And likewise for falsity. This 
notion can be made more precise, but we prefer to illustrate it with an example. Consider the 
game played with the formula 3xPx A (Qx V Ry), the model M with the universe {a, b} 
such that PM = {a}, QM = {b}, and RM = {b}, and the assignment s such that s(x) = a and 
s(y)  = a. 

Here is the game tree: 

3xPx A (Qx V -Ry ), s 

d V \  
3xPx, s (Qx V -Ry), s 

d 3 ' Y  d 3 ' Y  
Px, s(x/a) Px, s(x/b) Qx, s -Ry, s 

( 1 , - 1 )  ( - 1 , l )  ( - I l l )  I c 

The winning strategy for the player 3 is: If V chooses left, then 3 chooses left; if V chooses right, 
then 3 chooses right. 

The following propositions are easily proved for any cp, model M and an assignment g: 

Proposition 1. 

1. Player 3 has a winning strategy in G(cp, M, g)  iff player V has a winning strategy in 
G(-cp, M, g). 

2. Player 3 has a winning strategy in G(-cp, M, g) iff player V has a winning strategy in 

G(cp, M, g). 

Proof: The two games are identical except that the moves done in one of the games by one player 
are done in the other by the opponent, and vice versa. Also, the rules of winning and losing are 
likewise reversed. 

We perform the following operations on cp: 

Replace every quantifier 3 (resp. V) by V (resp. 3); 

Replace every connective V (resp. A )  by A (resp. V) ;  

Prefix every atomic subformula in cp with a negation sign -; 

Erase the negation - from every negated atomic subformula of cp. 

Call the result cp*. Now we have: 

Proposition 2. 

1. Player 3 has a winning strategy in G(q,  M, g) iff player V has a winning strategy in 
G(cp*, M, g). 
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2. Player V has a winning strategy in £/(cp, M, g) iff player 3 has a winning strategy in

Proof. Analogous to that of Proposition 1.

Proposition 3 (Negation Normal Form).

1. Player 3 has a winning strategy in

2. Player V has a winning strategy in

M, g) iff player 3 has a winning strategy in

M, g) iff player V has a winning strategy in

Proof. Suppose player 3 has a winning strategy in £/(""(p, M, g). Then by Proposition 1, player
V has a winning strategy in £/(cp, M, g) and by Proposition 2, player 3 has a winning strategy in

5.2 DYNAMIC INTERPRETATION

We add to the syntax of first-order logic two dynamic connectives: ';' for dynamic conjunc-
tion and '=>' for dynamic implication. The syntax is enriched with the clause:

• If A and B are formulas, so are (A; B) and (A => B).

We could actually operate directly on the syntax of first-order logic and give a dynamic
interpretation of conjunction and implication, as is done in the DPL approach, but we prefer to
have both a 'static' and 'dynamic' conjunction and implication.

The tableau rule for dynamic conjunction is:

A;B,s

V

A,s B,s
(32)

A may be an atomic formula, the negation of an atomic formula, or a universally quantified
formula. Notice that in all these cases the dynamic conjunction A; B is treated as standard con-
junction.

Here are the remaining clauses:

(C V D);B,s

3

C;B,s D;B,s
(33)

(C A D);B,s

C;B,s D;B,s
(34)
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The clause 3xC; B, s deserves special attention. The conjunction does not have logical priority 
over the existential quantifier: if that were to be the case, it would be V who would choose a 
conjunct. Before that happens, the assignment s is extended to bind the variable x which will 
eventually occur in B. 

Again, an example will help to see the impact of the rule. As before, we take the universe 
of the model to consist only of two elements, {a, b}, but the resulting interpretation holds for the 
general case. The assignment s is arbitrary. Here is the game tree: 

3xPx; Qx, s 

d 3 ' Y  
Px; Qx, s(x/a) Px; Qx, s(x/b) 

d V ' Y  d V ' Y  
Px, s(x/a) Qx, s(x/a) Px, s(x/b) Qx, s(x/b) 

We may convince ourselves that in the general case, player 3 has a winning strategy in the game 
associated with the model M, the formula 3xPx; Qx, and the assignment s, if and only if there is 
an individual c such that both Px and Qx are satisfied when x takes the value c. In other words: 

M, s bGTS 3xPx; Qx if and only if M, s bTarsk, 3x(Px A Qx). (38) 

Finally, we have a rule for A having the form of (C; D):  

(C; D); B is played as C; (D; B). 

This rule allows to decrease the complexity of the left-hand side formula concerning dynamic 
conjunction. To take an example, when the formula (C; D);  (BAE) is reached, the game is played 
as C; (D; (B A E)). 

Dynamic implication '+' does not correspond to a game-rule but is taken to be a defined 
symbol: 

A =+ B := -(A;-B). (39) 
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The game tree of GpxPx => Qx, M, s), where M and s are as before is:

x ; -

ic

/ V \ (40)

Px; - Q x , s(x/a) Px; - Q x , s(x/b)

Px,s(x/a) -Qx , s (x /a ) Px,s(x/b) -Qx , s (x /b )

Given the negation, one may verify that the existential player has a winning strategy in the game,
iff she can win against any move by her opponent. Namely, no matter which element d her
opponent produces, she is able to choose a formula which results in a win for her, that is, —P (d) V
Q (d). In other words:

M, s HGTS 3XPX —> Qx if and only if M, s hiarski Vx(Px —> Qx) .
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Chapter 13

SEMANTIC GAMES AND GENERALISED QUANTIFIERS

Ahti-Veikko Pietarinen
University of Helsinki

This chapter proposes to marry generalised quantifiers with game-theoretic semantics (GTS). It is
argued that generalised quantifiers are no impediment to a game-theoretic interpretation. To this
effect, semantic game rules for various types of generalised quantifiers are defined. Moreover,
game semantics is argued to surpass relational semantics in that it provides (i) a generic method
of dealing with context-dependent quantifiers in terms of strategic content and (ii) a general
semantics for branching generalised quantifiers.

1 INTRODUCTION

An appealing alternative to the standard relational semantics for generalised quantifiers is
game-theoretic semantics (GTS).1 Towards this end, in this chapter some semantic game rules
for determiner phrases that generalise the existential and universal quantifiers are formulated. It
is argued that, minimally, GTS is no worse off when paralleled with standard relational seman-
tics. Furthermore, GTS provides a general, systematic and dynamic framework for dealing with
complex quantifier phrases, especially with reference to context-dependent quantifiers such as
the complement quantifiers most... the rest or three... the others, and with reference to quanti-
fied phrases in sentences or discourse involving branching generalised quantifiers with reciprocal
phrases.

The game-theoretic interpretation has its roots in Charles S. Peirce's (1839-1914) logical
studies (Hilpinen, 1982; Pietarinen, 2005). What has not been recorded before is that Peirce
recognised the importance of not only first-order but also generalised quantification. These two
approaches can now be merged. Therefore, in order to put the discussion into a historical per-
spective, the development of these logical ideas is briefly surveyed in the appendix.

original studies on the relational semantics for generalised quantifiers, see Mostowski (1957), Lindstrom
(1966), Barwise & Cooper (1981) and Higginbotham & May (1981), and on GTS see Hintikka & Kulas (1983),
Hintikka & Kulas (1985), Hintikka & Sandu (1991, 1997), and Saarinen (1979). For recent publications, see e.g.
Sandu & Janasik (2003), Pietarinen (2001a, 2004b) and Sandu & Pietarinen (2001).

183



184 Game Theory and Linguistic Meaning 

2 GTS FOR NATURAL LANGUAGE 

Any sentence of English defines a game between two players, the Verifier (V, H31oi'sB, My- 
self) and the Falsifier (F, VbBlard, Nature). V strives to show that the given sentence is true in a 
given model, and F strives to show that the sentence is false in it.' The game rules for quantifi- 
cational expressions such as some, evevy, a(n) and any prompt a player to choose an individual 
from the relevant domain (choice set) I, labelling the individual with a name if it does not have 
one already. The game continues with respect to an output sentence defined by the game rules. 

Analogously to semantic games correlated with expressions of formal languages, a play of the 
game terminates when such components (corresponding to atomic formulas) are reached where 
further applications of game rules are no longer possible. Their truth in a given interpretation 
determines whether V (atomic truth) or F (atomic falsity) wins. 

An example of the game rule for some is as follows. 

(G.some) If the game has reached a sentence of the form 

X s o m e Y w h o Z W ,  

then the verifier V chooses an individual from I, say b. The game continues with respect 
to the sentence 

X b W , b i s a Y , a n d b Z .  

Here "who Z" (or "where Z", "when Z" etc.) is the entire relative clause, and the main verb 
phrase W and the head noun in Y are in the singular. For simplicity, the relative clause markers 
are mostly omitted. The linguistic context X may be arbitrary. 

The rule for negation is as follows: 

(G.not) If the game has reached a sentence of the form neg(A), the players exchange roles (and 
also the winning conventions will change). The game continues with respect to A. 

The operation neg(A) is a hnctor forming sentential negations of A. 
A strategy is a complete rule telling players at any contingency what the actions of players 

are. If a strategy dominates, in other words if it leads a player to a winning position no matter how 
the opponent chooses to play, that strategy is a winning one. In logic, the existence of winning 
strategies for V in a given model is equated with truth, and the existence of winning strategies 
for F in a given model is equated with falsity. 

Since the notion of scope does not surface in the syntactic structure of natural-language sen- 
tences, GTS has traditionally used ordering principles to provide the needed orders of application 
for the game rules. In the syntactic structure, a node nl is said to be in a higher clause than (or "c- 
commands") the node nz if the first branching node immediately dominating nl also dominates 
n2, but not vice versa. 

The following general ordering principles may thus be derived (see e.g. Hintikka & Kulas 
1983; Scheffler this volume): 

(0.left-to-right) For any two phrases in the same clause, a game rule must not be applied to the 
one on the right if a rule can be applied to the one on the left in the clause. 

%ee Pietarinen (2003b) for a cross-section ofthe k i d s  of games that have recently been operationalised in logic 
and in science. 
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(O.c-command) A game rule must not be applied to a phrase in a lower clause if a rule can be
applied to a phrase in a higher clause.

Special ordering principles may override general ones. For instance, the following special order-
ing principles may be applied:

(O.any) (G.any) has priority over rules such as (G.not), (G.conditional), (G.or) and some modal
rules such as (G.can), (G.may), (G.possible) and (G.likely).

(O.some) (G.some) has priority over (G.not).

The semantic-game derivation of the meaning of sentences may be represented in the form
of a tree, beginning with the complete sentence or discourse at the root r £ H and ends with
the terminal histories in Z C H associated with those expressions that correspond to atomic
formulas.3

In game theory, these explicit representations of total derivational histories recording the past
actions in the game are generally known as extensive forms. Extensive-form games provide a
rich structure for the meaning of discourse, as they replace the notion of a choice set I with the
notion of 'accessible actions' that the players may pick during the game from sets of elements
associated with non-terminal histories H \ Z. Terminal histories are mapped by payoff functions
Ut: Z —> {1, — 1} to wins (1) and losses (—1) for a player i e {V, F}. Non-terminal histories may
also be interspersed with deictic elements from the environment, such as those given by initial
chance moves by a third player, Nature.4

3 DEFINITE DESCRIPTIONS

One specific issue to which GTS has been applied is the semantics of definite descriptions
(Hintikka & Kulas, 1985). This analysis has some merit over the treatment of the in standard
theories of generalised quantifiers.

The main game rules for definite descriptions to this effect are the following:

(G. Russellian the) When a game has reached a sentence of the form

X-theYwhoZ-W,

an individual, say b, is chosen by Myself, whereupon a different individual, say d, is
chosen by Nature. If these individuals do not already have names, the players give them
names, which are assumed to be ' b ' and 'd'. The game is then continued with respect to

X - b - W, b is a Y, b Z, but d is not a Y who Z. (Hintikka & Kulas, 1985, pp. 37-38)

(G. anaphoric the) Like (G. Russellian the), but the selections are relativised to a choice set I
whose members have been introduced earlier in the game by either player. (Hintikka &
Kulas, 1985, p. 48)

3See Janasik et al. (2003) and Pietarinen (2004b) for details.
4Nature does not mean here the Falsifier, who is often called that in the literature. See my "The seman-

tics/pragmatics distinction from the game-theoretic point of view" in this volume on a trichotomy contexts that
follows from the game-theoretic perspective on linguistic meaning.
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Observe how the game-theoretic approach to definite descriptions differs from the usual de-
terminer rules, such as those first proposed in Barwise & Cooper (1981):

if and only if Alh (A, B) and |A| = 1

M \= TheiwaX (A, B) if and only if Alh (A, B) and | A| > 1.

How are we to extend these rules to apply on the level of discourse? The answer is not forth-
coming from standard relational semantics. In GTS, on the other hand, the answer lies in the
strategic content and the accessibility of actions in earlier parts of the histories of the games.5

Supplemented with strategic precepts that guide players actions, GTS spells out a dynamic inter-
pretation of a variety of meanings for definite descriptions.

The sense here in which GTS may be seen to be richer than the standard theory of generalised
quantifiers is that games allow for various pragmatic and discourse-oriented overtones in the
incorporation of a wealth of collateral information, syntactic clues, and other contextual features
into the content of players' strategies.

4 RELATIONAL SEMANTICS

Kalish & Montague (1964) and Montague (1969) were among the first to propose to interpret
natural-language NPs as generalised quantifiers. The early work of William Woods (1968) in
the context of machine-assisted natural-language translation should also be mentioned, as well
as the much earlier source of Stanislaw Lesniewski (Simons, 1994). According to the received
approach first formulated in Mostowski (1957) and Lindstrom (1966), and systematised for lin-
guistic applications in Barwise & Cooper (1981) and Higginbotham & May (1981), a quantifier
is a relation on the power set of a domain E satisfying certain constraints, such as extensionality
(EXT), conservativity (CONS), universality (UNIV) and isomorphism (ISOM).

This semantics is relational, since it interprets quantifiers in terms of relations between indi-
viduals or between relations of individuals. In other words, it interprets generalised quantifiers
as higher-order relations and so takes NPs to be set-theoretic constructions.6

For example, according to a garden-variety of such relational semantics, the sentence All men
walk is true in M if and only if the set of men A in the domain E of M is included in the set of
walkers B in E. A binary relation is asserted to hold between A and B, notated by D E (A, B), in
which D E is a determiner that picks out the relation between subsets of the domain E, namely
thatDE ep(p(E) x p(E)).

Those DE that count as determiner denotations in natural language are typically taken to
satisfy a few basic properties, such as EXT, CONS, UNIV and ISOM:

• EXT (Domain Independence): If {Ai . . . An} C E C E ' then DE ( A i , . . . , Au) if and only
if DE> (AT , . . . , Au) . This property is intended to capture that the part of the universe E ;

lying outside the noun denotation is irrelevant to the meaning of the determiner.

• CONS (Domain Connectivity): DE ( A i , . . . , An , B) if and only if DE (AT , . . . , An , (A] U

5 See Janasik et al. (2003) for further elaboration on how to encode the notion of accessible (or remembered)
strategies into the description of extensive-form semantic games associated with anaphoric discourse. Sandu &
Janasik (2003) suggest a dynamic treatment of singular anaphora in GTS. See also Sandu and Clark this volume.

6If the sets that function as values of quantificational notions are not logically individual objects, the generalised
quantifiers are in fact indexical and their interpretation must, therefore, be substitutional (see Appendix).
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. . U A,) n B). This property is intended to capture that only the part of the verb argument 
common to the noun argument matters to the meaning of the determiner. 

UNIV (Domain Restriction): CONS + EXT. 

ISOM (Topic Neutrality): Iff is a bijection from E to E' then DE (C1,. . . , C,) if and only 
if DEt (f(C1),  . . . , f(C,,)). In words, D's do not distinguish between different elements of 
the universe or universes7 

A number of determiners that violate one of these constraints has been proposed: 

Many, few and not enough depend on E and so do not satisfy EXT. 

Only (if a determiner at all) denotes a superset relation and so does not satisfy CONS; 
exceptives such as all but or most.. . except denote a relation between the verb phrase and 
the complement of the NP and so do not satisfy CONS. 

Possessives (e.g.  john's^ (A, B)) depend on the set Psubject, where Pi is the set of things 
possessed by the subject i, and so do not satisfy ISOM. Likewise, the meaning of excep- 
tives depends on the very elements that constitute such exceptions. 

Among the facts that these constraints aim at capturing is that the subject of the sentence bears 
some special function in relation to its predicate. 

As far as binary determiners are concerned, which were not considered in Mostowski (1957), 
the effect of DE (A, B) may be described by the difference IA - BI and intersection ]A n BI. 
For n-ary DE7s that satisfy CONS, EXT, and ISOM, difference and intersection are intended to 
separate determiners into classes of logical and non-logical ones. 

My remark here concerns the overall methodological significance of these constraints. For 
example, Banvise & Cooper (1981) derive them as empirical generalisations from data. They 
were not motivated by the properties of the theory of generalised quantifier per se. In the light of 
GTS, however, conservativity stems from the idea that, once a suitable game rule has been applied 
to an expression, the game proceeds with respect to the sentence in which the denotation of the 
subject noun captures, or relativises, the respective domain E* C E from which the players are to 
seek and pick elements that will satisfy the predicate property. This may be done irrespectively 
of any need to look outside a given restricted portion of the domain in question. Hence, CONS 
receives a theoretic backing by GTS in terms of the concrete actions taken by the players. Similar 
motivations may be envisaged for other constraints, such as EXT and thus UNIV. 

The interpretational rules for some commonplace determiners in relational semantics include 
the following: 

7Sometimes also termed QUANT for monadic determiners. 
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M b   all^ (A, B) 
M b   some^ (A, B) 

M ~ N O E  (A,B) 
M b  Fewer thanJiveE (A, B) 

M b All but  two^ (A, B) 
M b NeitherE (A, B) 
M b MostE (A, B) 
M b MoreE, thanE, (B, C )  

M b John 'spg"'" (A, B) 

M b  ~ o h n  'sy (A, B) 

if and only if 

if and only if 

if and only if 

if and only if 

if and only if 

if and only if 

if and only if 

if and only if 

if and only if 

if and only if 

A c B  

A n B # 0  
A n B = 0  
I A  n 81 < 5 
IA - BI = 2 
I A I = 2 a n d A n B = 0  

IA n BI > IA - BI 
IA n CI > I B  n CI 
AllE PIohn n (A, B) and IPJoh n A1 = 1 

 all^ PJohn n (A, B) and I P J , ~  n A] > 1. 

Simple as these rules are, as such they are not intended to account for the inevitable contextual 
and pragmatic aspects arising in natural language. Several refinements to these rules have thus 
been proposed. The hallmark of the relational meaning of quantifiers nonetheless is that they 
applyeto sets and subsets of the objects of the domain by stipulating some specific conditions and 
thus properties of those sets and relations between them as denotations according to some given 
sentence. 

To recap, a generalised quantifier defines relations between subsets of the domain of the 
model. According to the standard notation, type (nl . . . n k )  is a finite sequence of positive num- 
bers indicating how many and which relations there are. For instance, a monadic predicate P' 
denoting a subset of a domain E gives rise to a generalised quantifier of type ( I ) ,  which maps 
g(E) into a set of truth-values (F, T). A monadic determiner gives rise to a type (1 , l )  quan- 
tifier, which maps g(E) into (1). Pairs of properties map g(E) x g(E) into (I), giving rise to 
generalised quantifiers of type ((1, I ) ,  1 ). 

A further division is routinely made between monadic and polyadic quantification. As to 
the monadic quantifiers, the arguments are sets that are interpretations of nouns and intransitive 
verbs. When NPs are taken as objects of transitive and ditransitive verbs, polyadic generalised 
quantifiers may be obtained. 

Landman (2000) has passed judgement on this division and argues that polyadic quantifiers 
cannot be based on similar logicality principles than monadic ones, and, in particular, cannot be 
composed of them in any trivial manner. Some replies to these complaints are outlined in the 
concluding section. 

In the remaining sections it is argued that, at the very least, GTS equals the relational at- 
tempts, and that there are perspectives in which GTS may be seen to tackle questions that have 
not been-and in some cases to be considered in Section 6 are likely to be difficult to be- 
adequately addressed from the perspective of relational semantics. 

5 GAME RULES FOR GENERALISED QUANTIFIERS 

Let us begin with some examples of semantic rules for monadic quantifiers. For simplicity, it 
is assumed throughout that the universe is finite.8 

'This is no GTS constraint, since in that semantics quantifiers are objectually interpreted and the correlated 
games may be played on countable as well as on uncountable domains. 
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5.1 MONADIC QUANTIFICATION

5.1.1 Type (1) Quantification (p(E) -> {F,T})

These types contain expressions such as no, neither... nor and all the.

(G.no) If the game has reached a sentence of the form

X-noY Z-W,

F chooses an individual, say d, and the game continues with respect to the sentence

X - d - neg(W), if (d is a Y and d Z).

neg(W) is a sentential negation operation on the main verb phrase W.
As an example of an application of this rule, the sentence 'No musician who plays violin

likes to play accordion' is mapped to "John doesn't like to play accordion, if John is a musician,
and John plays violin."

The expression neither... nor is also a type (1) quantifier. The game rule (G.neither... nor) is
similar to (G.neither), with the sole exception that the quantifier in (G.neither... nor) can apply
to more than two objects.

Other than these, type (1) has a very limited occurrence in natural language. This is shown
by the impossibility of defining the quantifier most in terms of this type alone, at least without
the notion of relativisation (Westerstahl, 1995, pp. 365-386).

5.1.2 Type (1,1) Quantification (p(E) —> (1))

These quantifiers comprise the best-studied class of generalised quantifiers. Let us consider
only a few examples.

(G.many) If the game has reached a sentence of the form

X-manyY Z-W,

V chooses individuals, say d-j . . . dn, and the game continues with respect to the sentence

X - dj . . . du - W, di . . . dn are Y, and di . . . dn Z, where

• the number n of individuals is n > n 0 for some finite n0 , and

• the relative frequency of di . . . dn among the individuals satisfying 'x is a Y' and 'x
Z' is larger than some constant c, 0 < c < 1.

This is by no means the sole possibility of a semantic rule for many. One might wish to
dispense with the normal frequency constant c and replace it with the proportion n/|E|, in which
|E| is the size of the domain, or define many to be greater than a number defined as a function
on the domain |E| (Westerstahl, 1985). Other possibilities also exist, some of them recorded in
Lappin (2000). The crux is that (G.many) alone does not do the whole job: the strategies that
guide players' actions, not the defining game rules, will determine what counts as many.

Correspondingly, the game rule (G.few) is a complement to (G.many), not to (G.most), which
goes along the following lines (cf. Hintikka & Kulas 1983):9

)rThis is unlike in Mostowski's original study, in which the quantifiers Most and Few were paralleled.
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(G.most) If the game has reached a sentence of the form 

X m o s t Y  Z W ,  

V chooses individuals, say bl . . . b,, and the game continues with respect to the sentence 

X b  I . . .  b , W , b  ,... bnareY,andb l...b,Z,where 

n is about at least no, where Q is an approximate finite number of individuals count- 
ing as most, and 

no is at least half of the total number of individuals satisfying "x is a Y" and "x Z". 

For instance, the sentence "Most Chinese ride a bike" translates into "bl . . . b, ride a bike, and 
bl . . . b, are Chinese." It may occasionally be reasonable to require only the latter condition, 
which is often the case in relational semantics. 

Tense-wise, most corresponds to the temporal phrase most of the time, not to phrases like 
almost always. Various nuances in this basic treatment of most are commonplace. 

Consider next the quantifier neither: 

(G.neither) If the game has reached a sentence of the form 

X - neither Y Z - W ,  

V chooses two individuals, say d and e, whereupon F chooses an individual, say f, and the 
game continues with respect to the sentence 

For example, "Neither of the women who saw the exhibition liked the sculpture" translates into 
"Mary didn't like the sculpture, Joan didn't like the sculpture, Mary is a woman, Joan is a woman, 
Mary saw the exhibition, Joan saw the exhibition, and if Angela is a woman, Angela saw the 
exhibition and Angela liked the sculpture, then Angela is Mary or Angela is Joan." 

The latter choice by F guarantees that there are no other individuals being Y who Z. 
The rule for the hemilogical exceptive (G.every.. .but) might run as follows. 

(G.every.. . but) If the game has reached a sentence of the form 

X-evetyYbutY1 Z - W ,  

F chooses individuals, say d ,  el  . . . en, and the game continues with respect to the sentence 

X d W , d i s a Y , d Z , a n d X n e g ( e l W ) , e l  isaY1,el Z ,..., X e ,  
- neg(W), en is a Y1, and en Z. 

According to this rule, the sentence "Every student but the usual ones who signed up arrived on 
time" receives the interpretation "John arrived on time, John is a student, John signed up, and 
Mary didn't arrive on time, Mary is the usual one, Mary signed up, Kathy didn't arrive on time, 
Kathy is the usual one, and Kathy signed up." Mutatis mutandis, one gets a rule (G.no.. .but). 
Note that this rule does not satisfy CONS. 

The next rule evaluates sentences with enough, as in "Enough important members attended 
the meeting." This is in many respects like many, as it does not satisfy EXT, either. 
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(G.enough) If the game has reached a sentence of the form 

X - enough Y Z - W, 

V chooses individuals, say bl . . . b,, and the game continues with respect to the sentence 

X - bl . . . b, - W, bl . . . b, are Y, and bl . . . b, Z, where 

n is about at least no, where is an approximate finite number of individuals count- 
ing as enough. 

The rule is very similar for not enough. Because of their domain-dependence, (G.enough) and 
(G.not enough) are examples of rules running the risk of non-logicality in relational semantics. 

5.1.3 Type ( ( l , l ) ,  1) Quantification (p (E)  x p(E)  1 (1)) 

The bulk of the quantifiers of type ((1, I ) ,  1) deal with comparative statements such as 
fewer.. . than, three more.. . than and at least three times as many.. . as, which have two NPs 
applied to one predicate. An example is for fewer. . . than: 

(G.fewer.. . than) If the game has reached a sentence of the form 

Fewer X - than Y - W, 

V chooses individuals, say dl  . . . d,, el . . . ek, whereupon F chooses an individual f, and 
the game continues with respect to the sentence 

dl . . . d, are X, el . . . ek are Y, and dl . . . d,, el . . .el, W ,  and i f f  is an X 
andfW,thenf = d l  or ... orf =d, ,wheren<k.  

F's selection is a certifying move stating that d l  . . . d, are all X who W. 
An application of this rule takes "Fewer adults than children enjoy cartoons" into "John and 

Jill are adults, Tom, Tim and Sandy are children, and John, Jill, Tom, Tim and Sandy enjoy 
cartoons, and if Bill is an adult and Bill enjoys cartoons, then Bill is John, Bill is Jill,. . .or Bill is 
Sandy." 

Other rules of this type progress from straightforward modifications to this example. 

5.1.4 Type (1, ( 1 , l ) )  Quantification 

Let us consider a quantifier more. . . than that has one noun property and two predicate expres- 
sions. The subscript is meant to distinguish this expressions from lexically similar expressions 
of another type. 

(G.more.. . thanl) If the game has reached a sentence of the form 

More X - Z than W, 

V chooses individuals, say dl  . . . d,, and the game continues with respect to the sentence 

dl . . . d, are X, dl . . . dk Z, dk+1 . . . d, W, where k > n - k. 

(Here k < n.) An example is: 

More students came early than left late. (1) 
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That this example illustrates no trivial or unproblematic behaviour of these quantifiers is shown
by the sentence:

Students came early more often than left late. (2)

In this sentence, the quantifier more... than is applied to the event of coming rather than to
individual students, delivering the meaning that perhaps on several occasions, students were
early rather than late. In contrast, (1) speaks about one particular occasion with fixed starting
and ending dates.

These sentences have posed some problems for the treatment of generalised quantifiers in
terms of relational semantics. However, further extensions of GTS may be equipped with quan-
tification over moments of time, intervals, events, states, and similar proper occasions.10

5.1.5 Type ( ( 1 , 1 ) , ( 1 , 1 ) ) Quantification

These types consist of two noun phrases applied to two predicates.

(G.more... than2) If the game has reached a sentence of the form

MoreX-ZthanY-W,

V chooses individuals, say di . . . d m e\ . . . en , whereupon F chooses an individual f, and
the game continues with respect to the sentence

di . . . dk are X, di . . . dk Z, e-\ . . . en are Y, e-\ . . . en W, and if f is a Y and
f W, then f = e-\ or . . . or f = en, where k > n.

An example of a type ((1,1), (1,1)) quantifier is "More students came early than teachers left
late."

5.2 POLYADIC QUANTIFICATION

In standard theories of generalised quantifiers, polyadic quantifiers refer to constructions
in which quantifiers may themselves be objects, as in sentences with transitive verbs: "Most
critics reviewed just four films" or "At least three girls gave more roses than lilies to John." In
this subsection only a small fraction of possible polyadic quantifier schemas are examined, and
iterations of monadic quantifiers, for instance, are not be dwelled upon.

5.2.1 Type ((1,1), 2) Quantification

An example of type ((1,1), 2) quantification is "Different students answered different ques-
tions." A game rule runs as follows:

(G.different... different) If the game has reached a sentence of the form

Different X - Z different Y,

10Pietarinen (2001a) suggests some implementations.
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F chooses individuals, say d l ,  dz, el ,  el, and the game continues with respect to the sen- 
tence 

d l ,  dZ are X, el ,  ez are Y, and if dl # dZ then d l  - Z - el and dZ - Z - ez, 
where el # ez. 

"Different students answered different questions" is now mapped to "John and Mary are students, 
el and ez are questions, and if John and Mary are different then John answered el and Mary 
answered ez, where el and ez are different." The iteration and the semantic dependency of two 
applications of dzfferent aim at establishing a match between students and questions such that the 
logical force of the sentences equals one in which no two students answered exactly the same 
set of questions, and that there are at least two students and questions. Therefore, the sentence 
differs in meaning from, for instance, "More than onelat least two student(s) answered different 
questions." 

(G.every.. . the same) If the game has reached a sentence of the form 

Every X - Z the same Y ,  

F chooses individuals, say d l ,  dz, el, ez, and the game continues with respect to the sen- 
tence 

dl ,  dz are X, el ,  ez are Y, and if dl # dz then dl - Z - el and dz - Z - ez, 
where el = ez. 

An example is "Every student answered the same questions", which maps to "John and Mary are 
students, el and ez are questions, and if John and Mary are different then John answered el and 
Mary answered ez, where el and ez are the same." In other words, the logical force here is that 
no two students answered two different questions. 

5.2.2 Type ( 2 , 2 )  QuantiJication 

The type ( 2 , 2 )  quantification brings pairs into relation with transitive verbs. 

(G.most.. . are) If the game has reached a sentence of the form 

X m o s t Y  Z a r e W ,  

V chooses (unordered) pairs of individuals, say (bl , el)  . . . (b,, en), and the game contin- 
ues with respect to the sentence 

X - bl  . . . b,, el . . .en are Y, b l  . . . b,, el . . . en  Z,  and (bl ,  el)  are W ,  
(b2, e2) are W ,  . . . , and (b,, en) are W, where 

n is about at least no, where no is an approximate finite number of individuals count- 
ing as most, and 

is at least half of the total number of pairs of individuals satisfying "(x, y ) are Y" 
and "(x, y )  Z". 
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For example, the sentence "Most neighbours living in the countryside are friends" has most
applied to pairs rather than to individuals, making it to have the logical force of, say, "John, Mary,
Bill, Sue, Jack and Tim are neighbours living in the countryside, John and Mary are friends, and
Bill and Sue are friends." This feature distinguishes most... are from its monadic counterpart.

Some other types of polyadic quantifiers are also considered in Section 6.3.
This ends our exposition of semantic game rules for a fragment of non-standard quantifiers

in natural language. Let us turn next to a couple of wider implications and amplifications.

6 CONTEXT DEPENDENCE AND BRANCHING

6.1 COMPLEMENT QUANTIFICATION

It was assumed throughout that all choices are made relative to the set I C E. We may
associate this notion with the record of complete histories h G H a s provided by the theory
of extensive-form games. The set I as well as H may also be adjoined by contextually and
deictically determined elements from distinct sources. The need for such relativisation arises in
a variety of circumstances. An example is "Most students came late. Two of them were kept in."
In interpreting the latter sentence in this mini-discourse, the domain of quantification has to be
restricted to those individuals delineated by most.

This poses some problems in standard theories of quantification. In the theory of semantic
games, however, the players' actions may always be relativised to the choice set I or the set of
histories H, thus specifying the legitimate subdomain derived from earlier parts of discourse (see
also Clark this volume; Sandu 1991, 1993, this volume).

Related proposals that resort to context sets (Westerstahl, 1985) or discourse-representation
structures (Kamp & Reyle, 1993) also have some drawbacks: these theories are not equipped to
provide an explanation as to why the latter sentence in the following pair is ungrammatical:n

Three donkeys were beaten. Two bolt. (3)

* Three donkeys weren't beaten. Two bolt. (4)

GTS explains the unacceptability of (4) in terms of one player overturning the responsibility
of finding out the meaning of this mini-discourse to the opposite player, who acts according
to a rival strategic purpose. Hence, the choices by the opponent for the quantifier three in the
antecedent sentence are not included into the choice set I; in other words they are inaccessible to
the opponent from the history H G H that has been traversed in reaching the position in the game
in which the values for the quantifier two in the consequent sentence are to be chosen.

Furthermore, we customarily interpret I on the left argument:

D£(A,B) i fandonly i fD E ( ( lnA) ,B) . (5)

This ensures that previous discourse is effective and is taken into consideration when interpreting
the noun argument A.

Lacking a comparable notion of histories reached in any play of a semantic game, the rela-
tional theory of meaning falls short of dealing with context-dependent complement quantifiers

11 Assuming that donkeys never bolt unless beaten.
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such as most... the rest and three... the others. This may be illustrated by examples such as the
following:

Most students left the building early. The rest stayed inside. (6)

Three participants took a taxi. The others walked to the hotel. (7)

Here the semantic game for the context-dependent complement quantifiers Most... the rest and
Three... the others employs the extensive-game notion of histories that spells out the relevant
subdomain for the subsequent expressions the rest and the others when co-occuring with the
quantifiers most or three to which they are interpretationally linked.

The game rules are applied by facilitating them with complements of choice sets:

D£(A ,B) i f andon ly i fD E ( ( (E - I )nA) ,B) . (8)

Accordingly, context-dependent quantifiers are not independent determiners operating on their
own, but are interpretable only if there is a record of past actions whose primary function is
denoting the cases in which certain determiners do not obtain their corresponding values.12

Allied to the above determiners are complement quantifiers over locations such as here... else-
where as well as those over times such as tomorrow... some other time and related adverbials.

Consider also the following discourse of three clauses:

Dozens of students rallied. Most of them were peaceful. A few smashed (9)
windows.

Here the player selects individuals for the determiner a few not from the set of past actions as
defined after the application of a game rule for most in the intermediate sentence, but from the
record of actions as constrained by the game rule applied to the numeral phrase dozens of in the
initial sentence.

One may think that context-dependency might simply be encoded into a model-theoretic
forcing relation analogously with assignments of values to free variables. However, it is not
sufficient to do just that: such a model-theoretic relation keeps no record of the variability of the
relevant domains in discourse in the manner comparable with anything like the contextual notions
of the choice set or the records of possible and actual derivational histories in an extensive-form
semantic game.

6.2 STRATEGIES

What is particularly important in the game-theoretic interpretation is the notion of a strategy.
As mentioned, it is a complete rule telling at every contingency (however probable or improbable)
how the respective player should act. In general, strategies may be taken to be (set-valued)
functions from non-terminal histories KG Z and sequences of non-terminal histories Hi . . . H^
to individuals and sets of individuals.

12The sole exception to this rule seems to be the quantifier No that has no existential import. It prompts a choice
by the falsifier, after which the game continues with respect to the negated verb phrase and other required conditions.
In such a case, we can naturally have anaphoric pronouns which may be either plural or singular ("No participant
took a taxi. They/He/She/Everybody preferred to walk.").
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How are the contextual features actually reflected in such strategies? For example, how do
we interpret the following sentence?

Most students received many good marks. (10)

The point is that Many should appear within the scope of Most. We may attempt to represent this
in a fashion analogous to how polyadic quantification is expressed:

However, the verb phrase is not transitive or ditransitive. Thus (11) is synonymous in meaning
with "Most students received marks and many marks are good." No amount of nesting makes
the polyadic quantification agree with the intended reading.

The sentence (10) may be thus be symbolised by relativising the domains to the choice set I:

Most\ (A, B) Many\ (B, C). (12)

The formula (12) involves two generalised quantifiers most and many. It might be interpreted
so that the denotations for many are amongst the individuals falling within the range of most.
Otherwise, the sentence might be understood as being true even if there are, say, just three good
marks among twenty-odd students in a thirty-person class.

What is still needed is a semantic method that accounts for functional dependence between
generalised-quantifier phrases. Such method is in the offing in GTS, which uses strategy func-
tions to facilitate the dependence.

Accordingly, in representing (12), two strategies are evoked:

3Y3GMost{ (AY(A))Many\ (F(A) G(F(A))). (13)

Here F(A) — B and B is the set of many marks received for A, in which A is the set of most
students. G(B) — C and C is a set of good marks of B in which B is the set of many marks
received for A. The interpretation this sentence gets is "Most students received marks, and many
marks that most students received were good."

By generalising this idea we get a generic definition of what a 'strategic' normal form for
generalised quantifiers across different types is, namely one in which arrays of functionals rep-
resent players' winning strategies. These arrays may be thought of as solution concepts of the
semantic games correlated with discourse.

6.3 BRANCHING GENERALISED QUANTIFICATION

Another form of polyadic quantifiers is branching, which is of the general type of ((1k), k).
An example for first-order quantifiers first given in Hintikka (1973) is

Some relative of every villager and some friend of every townsman hate (14)
each other.

The intended reading here ought to accord with the quantifier structure which expresses that (i)
every relative of a villager and every friend of a townsman hate each other, and that (ii) the choice
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of a relative y depends only on the choice of a villager x and the choice of a friend y depends 
only on the choice of a townsman z: 

The Skolem normal form of (15) is 

Since we can envisage functional forms for generalised quantification, it is also possible to 
derive a general semantics for branching quantifiers. Such a definition has nonetheless posed 
difficulties in the literature. The received definitions rely strongly on the monotonicity properties 
of noun phrases.13 Barwise (1979) proposed a definition for monotonically-increasing quanti- 
fiers, and Westerstlhl (1987) generalised the definition to monotonically-decreasing and some 
non-monotonic quantifiers.14 

For example, (17t(19) are customarily taken to illustrate monotonically-increasing, mono- 
tonically-decreasing and non-monotonic branching, respectively: 

Most women and most men have all dated each other. (17) 

Few woman and few men have all dated each other. (18) 

Exactly one woman and exactly one man have all dated each other. (19) 

Barwise (1979) proposed the following interpretation for monotonically-increasing quantifiers: 

Reversing the implication in (20) defines monotonically decreasing quantification. However, 
Barwise (1979) did not consider this to be a genuine example of branching. l5 Given that lin- 
ear quantifiers may enjoy different monotonicity properties and yet receive uniform semantic 
treatment, Barwise's definition is quite limited. 

I3Generalised quantifier Q is monotonically increasing if and only if: If Qxcp(x) and Vx(cp(x) + *(XI), then 
Qx+(x). Likewise, Q is monotonically decreasing if and only if: If Qx+(x) and Vx(cp(x) + +(x)),  then Qxcp(x). 
Q is non-monotonic if and only if it is neither monotonically increasing nor decreasing. 

14According to Beghelli et al. (1997), the most successful linguistic applications of the properties ofmonotonicity 
are the licensing conditions for negative polarity items. Pietarken (2001b) argues that the semantic behaviour of 
such items and their contexts of licensing may be explained in terms of the NPI-thesis, which does not turn on 
monotonicity properties at all. Some doubt is thus cast on the alleged usefulness of monotonicity properties in the 
semantics of natural-language quantification. 

''Despite the fact that its meaning may be given by the following definition: 
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In order to obtain a more general definition, Westerstihl (1987) suggested a decomposition 
of determiners into positive Df and negative D- parts. However, his proposal assumes EXT and 
CONS, and so we cannot interpret the sentences such as the following: 

Many townsmen and many villagers hate each other. (22) 

All except youngsters and few relatives like each other. (23) 

It may be contested whether coherent interpretations exist for these sentences, but those cannot 
even be attempted using Westerstihl's definition. At all events, (22) appears to read legibly, 
though it also has non-branching distributed readings ("Many townsmen hate each other and 
many villagers hate each other"). 

Sher (1990, 1997) proposed maximality on the pairs related by D. The idea is that a sentence 
must come out as true also in the arbitrary enlargements of a model. This allows mixed mono- 
tonicity properties within an arbitrary branching sentence. Spaan (1995) has refined the proposal 
and defines maximality on the cardinality of the sets related by D. Spaan's strategy avoids the 
parallel of non-monotonic sentences that prima facie may appear contradictory, such as 

Exactly one man was seen by exactly one women. (24) 

Exactly two men were seen by exactly two women. (25) 

In the works of Sher and Spaan we thus appear to have a general definition of branching gener- 
alised quantifiers.16 

Unfortunately, the definition only works for monadic quantifiers. In contrast to the afore- 
mentioned proposals, in GTS branching is interpreted as informational loss: strategies do not 
get perfect input from earlier histories of the extensive game. Such information loss induces 
equivalence relations on the histories of the game on which strategies are defined. This idea can 
now be applied for generalised quantifiers to yield a general semantics for branching: if two de- 
terminer phrases are independent (e.g., cumulative or branching), no information concerning the 
application of a rule for one determiner may propagate to the application of a rule for the other, 
independent determiner. This is accomplished in GTS by taking games to be those of imperfect 
information. 

The properties of functionals are affected accordingly. What thus ensues is a general defini- 
tion of branching as soon as the strategies that use only partial information of previous discourse 

I6The generalised definition of generalised branching quantifiers Sher proposes is: 

3X3Y (QIXXX A QzyYy A VxVy(Xx A Yy + +(x,y))  A VZW(VxVy((Xx A Yy + 
Zx A Wy) A (Zx A Wy + +(x,y))) + VxVy(Zx A Wy + Xx A Yy))). 

Here the conjunct 

of (26) expresses that (X, Y) is a maximal pair in a model. 
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are defined with reference to information sets instead of single actions. The reason why branch-
ing has posed difficulties in attempts based on relational theories of generalised quantifiers is that
due to substitutional interpretation, quantifiers do not display functional dependencies and each
determiner block has to be evaluated in isolation.17

The definition of branching in Sher (1997) is also based on reductions in information, albeit
quite differently from games of imperfect information. Sher's definition traces the essential
dependencies between quantifiers and relates them via sets in different rows of the quantifier
structure, which gives rise to maximal pairs with respect to the satisfaction of the predicate part
of the formula. The notion of information is not similarly functional as in semantic games,
however. Information flows relationally, among quantified variables occurring in the same rows,
and it is such relations that delineate independent quantifiers from one another.

7 CONCLUSIONS

A couple of concluding remarks and wider perspectives are in order.
(a) Landman (2000) has argued that motivations for monadic quantifiers do not carry over

to polyadic ones, as the problem is that we do not know which operations in natural language
give rise to polyadic quantifiers. This is, according to Landman, because the existence of such
operations need to be settled grammatically, even though polyadic quantifiers are not lexical
items. According to Landman, the proper way to derive polyadic generalised quantification is
through operations on monadic quantifiers.

In contrast, GTS does not presuppose any separate syntactic operation to form polyadic quan-
tifiers, because they are interpreted directly on linguistic input. Inherent in the theory is the
assumption that no hard-and-fast set of natural-language quantifiers exists to be constrained by
some operations on lexical items. The distinction between monadic and polyadic is simply to
facilitate a comparison between GTS and the standard account. Hence, new operations need not
be defined whenever new determiner types are discovered. From the game-theoretic point of
view, there is little difference between monadic and polyadic quantifiers. In other words, asking
which polyadic quantifiers are expressible in natural language is something that cannot be fully
settled by empirical generalisations from data, for instance by closure on suitable operations on
lexical quantifiers.

(b) Another consequence is that, since in GTS players choose sequences of individuals in-
stead of sets, the so-called proportion problem is avoided. According to this problem (see e.g.
Partee 1984), in sentences such as

Most farmers who own a donkey beat it, (28)

one has to quantify over pairs of a farmer and a donkey. But if so, there will be too many donkeys.
However, in playing the semantic game on such sentences, no quantification over pairs, but rather
a selection of suitable individuals, is taking place.

A similar phenomenon is illustrated by the following pair of examples at the level of simple
discourse:

Most marbles are in the basket. *They are under the sofa. (29)
17 See Hintikka & Sandu (1994) for a related criticism. A caveat is that generalised quantifiers of higher types

are able to capture some sense of 'scope dependence' and therefore the kind of branching that escapes the standard
relational semantics. But that would not be a general solution and it still relies on the substitutional interpretation.
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Most marbles are not in the basket. They are under the sofa. (30) 

In (30), the sequence of elements corresponding to the quantifier Most is added to the choice 
set. The elements of that set are thus available to be the value of the pronoun They in the second 
sentence. Also, the negation in the first sentence does not affect the availability, since it does 
not contribute to the exchange of players' roles concerning the choice for the quantifier Most. 
Why is the first discourse (29) not similarly interpretable? None of the marbles selected to be the 
values of the quantifier Most are acceptable to satisfy the plural pronoun, and there is moreover 
no mismatch between the plural and the singular, not even if we assume that those marbles that 
do not satisfy the noun phrase were a set of more than one element. 

What is going on? The answer lies in the incompatibility of the two verb phrases W ("are in 
the basket") and W' ("are under the sofa"). The elements satisfying the former cannot satisfy the 
latter and vice versa in (29). Assuming the basket is not placed under the sofa, only a comple- 
mentary quantifier such as The remaining ones in place of the illicit pronoun They would render 
the latter sentence in (29) acceptable and the whole discourse interpretable. This is because the 
intersection of the set of elements satisfying W and the set of elements satisfying W' would in 
that case be empty. 

(c) The examples get even trickier when we intersperse complement quantifiers with bridg- 
ing. Suppose we hear the following discourse: 

They got married. The other is happy. (31) 

Notwithstanding the conversational implicatures which are abundant here, the complement quan- 
tifier The other does not have any lexical head at all whose value could be included into the choice 
set. Nor does its complement, whoever the unhappy spouse may be. The legitimate values for 
the proper interpretation of discourses like this must be provided by contextual and collateral 
considerations bound to the strategic but rule-governed system of the game. 

Examples such as these are good test benches for the range of applicability of our overall 
theories of quantification. To conlude, then, meanings of a variety of quantifier phrases are 
characterisable in a unifying game-theoretic fashion. Some such quantifiers belong to linguistic 
categories other than those classified according to standard accounts of generalised quantification 
based on relational semantics. Conversely, many quantificational expressions exist that have little 
to do with generalised quantifier theory per se, but which nonetheless fall within the purview of 
GTS.18 So GTS is as well off as relational semantics.19 What is more, GTS provides a general and 
dynamic framework for dealing with complex and context-dependent quantifier phrases. With 
reference to branching it also proves its worth. 

"See Pietarinen (2001a) for some of the examples and their treatment in GTS. 
I9we have focussed on natural language and hence a mathematical treatment of the relationship needs to be 

studies separately. Taking a binary form of the weak logic L(Q) of Keisler (1970), where a first-order model M 
expands to a model (M,  r) for some binary relation r on subsets of the domain of M, a match between GTS and 
a weak logic would amount to the characterisation that, assuming the axiom of choice, for any L(Q)-sentence q~ 
and L(Q)-model (M,r ) ,  ( M , r )  cp iff (M, r )  b o ~ s  cp. A weakened relationship obtains as soon as r 
varies when passing fiom weak logic to GTS according to some relation R: assuming the axiom of choice, for any 
L(Q)-sentence I$ and L(Q)-model (M,  r )  such that R, (M, r )  b,*l,,, q~ iff ( M , r l )  +GTS cp. The more general 
the restrictions on R, the more precise will the match-up be. 
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APPENDIX: PEIRCE ON GENERALISED QUANTIFICATION

The prehistory of generalised quantifiers has not been much studied (but see Simons 1994). It is
well-known that Gottlob Frege (1848-1925) considered quantifiers as variable-binding operators denoting
second-order relations. But Charles Peirce (1839-1914) noticed the need for having generalised notions
of quantifiers alongside the quantifiers that bind individual objects.

Together with the Johns Hopkins mathematician Oscar H. Mitchell (1851-1889), Peirce invented
quantifiers of first-order logic in the early 1880s (Peirce, 1983/1883). In the Peirce-Mitchell first-order
logic, the sign I , denoting the relative sum It Pt of terms in the algebraic sense, corresponds to the
substitutionally interpreted existential quantifier, and the sign U, denoting the relative product T\ Pt of
terms, corresponds to the substitutionally interpreted universal quantifier. One of the first instances of the
term 'Quantifier' occurs in his 1885 paper "On the Algebra of Logic: A Contribution to the Philosophy of
Notation" (CP 3.396; W5: 162-190).20

As to the various ways of generalising the idea, Peirce wrote in 1893:

Two varieties of [selective pronouns] are particularly important in logic, the universal selec-
tives,... such as any, every, all, no, none, whatever, whoever, everybody, anybody, nobody.
These mean that the hearer is at liberty to select any instance he likes within limits expressed
or understood, and the assertion is intended to apply to that one. The other logically impor-
tant variety consists ofthe particular selectives,... some, something, somebody, a, a certain,
some or other, a suitable, one.

Allied to the above pronouns are such expressions as all but one, one or two, a few, nearly
all, every other one, etc. Along with pronouns are to be classed adverbs of place and time,
etc.

Not very unlike these are, the first, the last, the seventh, two-thirds of, thousands of, etc. (CP
2.289, 1893, Speculative Grammar: The Icon, Index, and Symbol)

A couple of years later, he stated further:

A subject should be so described as to be neither Universal nor Particular; as in exceptives
(Summulae) as "Every man but one is a sinner." The same may be said of all kinds of
numerical propositions, as "Any insect has an even number of legs." But these may be
regarded as Particular Collective Subjects. An example of a Universal Collective subject
would be "Any two persons shut up together will quarrel." A collection is logically an
individual. (CP 2.324, c. 1902-03, Speculative Grammar: Propositions)

Peirce did not interpret these quantificational expressions in the relational way as quantifying over sets and
then expressing relations that would hold between objects and predicates. Instead of sets (the use of which
he was inclined to repudiate in logic altogether), he referred to collections the theory of which he struggled
to develop over an extended period of time. By what he termed the method of "hypostatic abstraction",
collections are logically turned into individual objects, since their existence was taken to depend upon the
existence of certain concrete individuals.21 According to Peirce, collections are the precise counterpart to
the notion of a set which is vague and imprecise.

20Originally appeared in American Journal of Mathematics 7, 1885, 180-202. The reference CP is to Peirce
(1931-8) by volume and paragraph number, and W is to Writings of Charles S. Peirce: A Chronological Edition,
The Peirce Edition Project, Bloomington: Indiana University Press, by volume and page numbers.

21See MS 690, 1901. Let me quote some textual sources to this effect: "The Object of every sign is an Individual,
usually an Individual Collection of Individuals" (CP 8.181); "Collections are not grades of any kind, but are single
things" (CP 4.663), cf. CP 4.179, 4.345, 4.370, 4.532, 4.649, 4.655; MS 690. See Zeman (1986) for a study of
Peirce's notion of hypostatic abstraction.
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The reason why Peirce did not approve sets as values for generalised quantifiers was that by mid- 
1890s, he realised the limitations of substitutional interpretation of quantification in which quantifiers 
were interpreted as indices and which he had earlier assumed for his algebra of logic. Since our universes 
of discourse may be uncountable, the substitutional interpretation is bound to fail. 

Instead of the substitutional interpretation, Peirce envisioned a game-theoretic interpretation, in which 
quantifiers are symbols which are interpreted objectually through habid2 Given such an interpretation, 
the Utterer and the Interpreter of the given assertion pick logically individual collections as intended by 
the unsaturated predicate terms (rhemas) of a given formula or an assertion. Peirce believed that through 
such habitual and strategic actions, the ability to grasp plural expressions in natural language follows. 

According to such a game-theoretic interpretation, "selective pronouns [quantifiers] ... inform the 
hearer how he is to pick out one of the objects intended" (CP 2.289). This interpretation may be effectuated 
by resorting to the terminology of game theory, something which in the literal sense was not yet available 
during Peirce's lifetime. The choices of the players are made such that, "In the sentence 'Every man 
dies,' 'Every man' implies that the interpreter is at liberty to pick out a man and consider the proposition 
as applying to him" (CP 5.542, c.1902, Reason S Rules). Likewise, in the sentence containing particular 
selectives, the Utterer will act. The role of the winning strategy that is central in GTS was played in 
Peirce's semantic theory by the notion of a habit that has "definite general tendencies of a tolerably stable 
nature".23 

Among Peirce's observations was also that, "When there are several quantified subjects, and when 
quantifications are different, the order in which they are chosen is material" (CP 2.338, c.1895). Here 
Peirce was speaking of the order and the priority of the symbols 1 and T[ in a first-order formula. He thus 
recognised the importance of the dependencies that these quantifiers give rise to when arranged in a linear 
order. But the recognition of the importance of the quantifier order is an altogether general observation 
and vindicates the finding that he did not take quantifiers to function substitutionally, because in that case 
the behaviour of quantifier strings would be reduced to algebraic substitutional equations, which means 
that such equations are already given in a certain distinct form, that is, in a form that reflects various 
quantifier dependencies. This is yet another blow to the functionality of substitutional interpretation. 
Since such dependencies are essential in the theory of generalised quantifiers as well as in first-order 
logic, the substitutional interpretation is bound to fail in both. 

Further evidence for the kinship of Peirce and the game-theoretic interpretation for natural language 
is found in the parallel of the following two formulations: 

"Any man will die," allows the interpreter.. .to take any individual of that universe as the 
Object of the proposition, giving, in the above example, the equivalent "If you take any 
individual you please of the universe of existent things, and if that individual is a man, it will 
die." (Peirce, 1998, p. 408) 

This is very similar, both in spirit and letter, to the interpretation GTS assigns to sentences containing the 
universal any (the specific terminology is explained in Section 2): 

(G.any) If the game has reached the sentence 

X a n y Y  who Z W ,  
then Nature may choose an individual and give it a proper name (if it did not have one 
already), say 'b'. The game is continued with respect to 

X - b - W, b is a(n) Y, and (if) b Z. (Hiutikka in Saarinen 1979) 

"See Pietarinen (2005) as well as chapter "The semantics/pragmatics distinction from the game-theoretic point 
of view" in this volume. 

2 3 ~ S  280: 30, c.1905, The Basis of Pragmatism; see Pietarinen (2005) and Pietarinen & Snellman (2006) for 
futher discussion on strategic and methodological outlook that Peirce had in his logical and philosophical investi- 
gations. 
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Here Nature (i.e., the Falsifier) corresponds to Peirce's Interpreter and Myself (i.e., the Verifier) to the 
Utterer. 

On many occasions Peirce refers to "hemilogical quantifiers" (Peirce, 198311883, p. 203) in addition 
to universal and existential ones. They were taken to mean phrases such as all but one, all but two and 
so on. For example, the algebraic quantifiers nr, nfr . . . were taken to mean products of all individuals 
except one, except two, and so on. Peirce even attempted to characterise sentences containing generalised 
quantifier phrases such as "there are at least three things in the universe that are lovers of themselves" 
using such hemilogical quantifiers (Peirce, 198311883, p. 203). 

Moreover, that some quantifiers are vague and some are general is no impediment to them being 
logical: 

Logicians confine themselves, apart monstrative indices themselves, to 'Anything' and 
'Something' two descriptions of what monstrative index may replace the subject, the one . . 

description vague the other general. No others are required since such subjects, "All but 
one", "All but two", "Almost all", "Two thirds of the occasions that present themselves in 
experience", and the like are capable of logical analysis. (MS 288, 1905, Materials for 
Monist Article: The Consequences of Pragmaticism) 

Worth noting is also that Peirce recognised not only the important linguistic fact that some languages have 
double concord while others do not but also the properties of downwards and upwards entailment that 
accompanies certain quantifiers: "There are but few languages in which two negatives make an affirmative. 
If not means "less than one" or "fewer than one" fewer than fewer than one is simply fewer than one. The 
new signs I propose make some some, all" (MS L 237, 12 November 1900, Peirce to Christine Ladd- 
Franklin). 

Although in the version of GTS given in the body of this chapter the players choose sequences of 
individuals, these may as well be interpreted as collections, whereof by abstraction they become logically 
tantamount to an individual. The sundly addition in the game mles transforms the main verb into the 
singular. This step, sometimes termed 'collectivisation' in the literature (a passage from a set of individuals 
to an individual set, or from generalised quantifiers to plurals), will be significant as soon as the players' 
strategic decisions are at issue, because they are partial functions defined on (some of) the previous choices 
in a game with a unique output. The kind of collectivisation that takes place between game rules and 
strategies thus exhibits a version of hypostatic abstraction. It is an embodiment of Peirce's remark that 
certain "abstractions are individual collections" (CP 2.357, 1901, Subject). 

The cumulative weight of these remarks is unmistakable. Had Peirce continued his development 
of generalised quantifiers, we would have witnessed a development of a game-theoretic interpretation for 
generalised quantifiers on a par with the game-theoretic interpretation for the existential and universal ones 
long before such generalisations were actually discovered and their theo~y systematised. Consequently, 
his suggestions are not only anticipations left for historians of logic to explore. There is ample room for 
research on the largely unexplored terrain of the directions into which the study of the logic of collective 
subjects might be advanced 



Game Theory and Linguistic Meaning 
Ahti-Veikko Pietarinen, editor 
Current Research in the SemanticslPragmatics Interface, Vol. 18 
O 2007 Elsevier Ltd. All rights reserved. 

Chapter 14 

GAMES, QUANTIFIERS AND PRONOUNS 

Robin Clark 
University of Pennsylvania 

In this paper, I will outline a game-based approach to reference tracking. Reference tracking 
is the ability to successfully assign referents to discourse anaphors. My central claim is that 
reference tracking is an example of how linguistic agents can strategically manage a resource; 
as such, it is amenable to a game-theoretic analysis. The technique I will develop relies on 
the management of a data structure, which I will call a game board; since all participants of 
the discourse are aware of how the game board is managed, speakers can strategically use this 
resource during the course of a conversation. 

We turn, in Section 1, to a brief presentation of some data about how quantifiers introduce 
discourse entities and how these entities can be accessed by discourse anaphors. I do not intend 
to cover all of the possibilities here, but to treat a few interesting basic cases. In Section 2, we will 
turn to a brief discussion of Game-Theoretic Semantics (GTS) and a few rules for interpreting 
a small selection of quantifiers. The quantifier rules of GTS allow for a straightforward intro- 
duction of discourse entities. I will not specifically address the problem of scope ambiguities 
here, k i n g  my attention instead on the elementary case of how a single quantified expression 
establishes a discourse entity. I will briefly address the problem of scope in the conclusion of the 
paper. 

In Section 3 we turn to a game-based discussion of discourse anaphora. The basic idea is that 
once discourse entities have been introduced, they can be treated as a resource available as public 
knowledge to the participants of the discourse. The participants can then treat the problem of 
associating referents with discourse anaphors as a game that can be solved rationally. I will argue 
that the referents for discourse anaphors can be found by solving for the Pareto-Nash Equilibrium 
of the game. The idea is that both the speaker and the hearer are involvedin a strategic interaction 
and that the basic structure of the problem is a matter of public knowledge. Because of this 
mutual knowledge, the participants in the conversation are able to formulate coherent strategies 
dealing with reference tracking, the ability to correctly assign discourse referents to pronouns. In 
short, in Section 2 we approach the problem of establishing discourse entities using quantifiers 
and in Section 3 we solve the problem of choosing ways to refer to them. 
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1 OVERVIEW

My interest here will be twofold. There have been extensive discussions in the literature
about how names, singular indefinites and some definite noun phrases introduce new discourse
entities. Concrete proposals have been made about how these discourse entities are managing
over the course of a conversation, particularly in the literature on Dynamic Semantics, Discourse
Representation Theory (DRT) and Centering Theory.1 Furthermore, while Dynamic Semantics
and DRT have had a great deal to say about how some noun phrases introduce discourse entities
(and others do not), they have had less to say about how these resources are managed. Centering
Theory has had a great deal to say about how resources are managed, particularly with respect
to topic-hood, but it has not been particularly concerned with how quantified noun phrases in-
troduce these resources. I would like to consider here, first, how a broader range of expressions
introduce discourse entities and, second, how these entities are then managed in the course of a
conversation.

I will consider relatively simple texts like those exemplified in (1):

(1) a. No dean reads Proust. They prefer Stephen King.
b. At least 5 deans dropped acid. One jumped out the window.
c. At most 5 faculty members considered resorting to cannibalism. They changed their

minds when they realized how much work it would be to hunt undergraduates.
d. Most deans are druids. They march about waving mistletoe.
e. More deans than faculty eat three square meals a day. They need to keep up their

blood sugar.
(They being the deans)

f. More deans than faculty eat three squares a day. They want to keep their weight down.
(They being the faculty)

In each of the above cases, a quantifier introduces a discourse entity—for the moment, we will
make no commitments as to the character of this entity—which is then the target of a pronoun
in the next sentence. We should compare the small texts in (1) which involve inter-sentential
anaphora with the example in (2) which involves anaphora within a single sentence:

(2) The doctor told John his pants were on fire.

Assuming that the doctor in (2) is male, then the sentence is perfectly ambiguous given no fur-
ther information about the context; the pronoun his can refer either to John or the doctor. The
pronouns in (1) behave quite differently from the one in (2). All else being equal, the pronouns
in the second sentences of the texts in (1) are unambiguously dependent on an element in the
preceding sentence.

Consider, first, the small text in (l)c. The pronoun they in the second sentence must refer
to those faculty members, five or fewer in number, who considered resorting cannibalism. A
similar judgment holds for (l)d; they must refer to those deans who are druids. The pronoun
they in (l)a must refer to deans—note, though, that this pronoun has no plural antecedent in
the preceding sentence. The indefinite pronoun one in (l)b must refer to an individual selected

example, see Beaver (2001), Groenendijk & Stokhof (1991), Musken, van Benthem & Visser (1997) or
van den Berg (1996) on Dynamic Semantics. On DRT, see Kamp & Reyle (1993) or van Eijk & Kamp (1997). On
Centering Theory, see Grosz, Joshi & Weinstein (1983, 1986), Joshi & Weinstein (1981) or Walker & Prince (1996),
among others.
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from among the deans who dropped acid. Finally, the examples in (1)e and (1)f involve multiply 
headed quantifiers.2 My aim, in this paper, is to give an account of facts like those in (1). How 
do quantifiers create discourse entities and how do pronouns refer back to them in the course of 
a text? 

In Section 2, I will introduce some elementary rules for the interpretation for a few quanti- 
fiers using GTS.3 These rules take the form of simple games between a verifier and falsifier, and 
sometimes involve a pair of moves by each. These rules are not intended to provide an exhaustive 
theory of natural-language quantification in the GTS framework, but, rather, to provide a basis 
for studying how quantifiers establish entities which are, then, available to the participants of 
the discourse as a managed resource. One principle in stating these rules is that they must cor- 
rectly account both for the truth-conditional contribution of the quantifier and for its discourse 
contribution. As a result, I cannot yet give an algebraic treatment of the rules in the manner of 
Keenan & Stavi (1986) since I have not to date discovered an algebraic method for algebraically 
constructing the proper discourse entity from the truth-conditional component of the game rule. 
The discussion here is mainly intended to provide a basis for later discussion. 

In Section 3, we turn to the management problem of the discourse entities introduced by 
names and quantifiers. The analytical framework I adopt will be rather different than the GTS 
framework in Section 2, although I will stay within a game setting. In particular, I will not con- 
ceive of the game as being a zero-sum contest between a verifier and a falsifier but a cooperative 
game between a speaker and an audience. This approach is much closer in spirit to the frame- 
work of Parikh (2001,2006), which is grounded in classical game theory; we differ largely in my 
use of zero-sum games in the form of GTS-style rules as opposed to Parikh's use of cooperative 
games.4 We suppose that the speaker and the audience are at odds insofar as the speaker prefers 
to use the shortest expression possible to refer to an entity while the audience prefers utter clarity 
and, all else being equal, wants the speaker to be unambiguous. Both the speaker and the au- 
dience prefer for the intended message to be transmitted. As a result of this shared preference, 
the speaker and audience must cooperate, even though their preferences might diverge on some 
points. 

Speakers and hearers have a mutual interest in k i n g  the reference of phrases. Assuming 
that it is in the speaker's interest to avoid prolixity in favor of conciseness, she will tend to use 
pronouns. Hearers would prefer for the speaker to be as precise as possible so that the reference 
can be fixed with a minimum of effort and ambiguity. Hence, hearers would prefer that the 
speaker avoid pronouns unless their reference can be easily fixed. Thus, it is in the interests of 
the speaker and the hearers that there be a set of publicly known strategies regarding the use of 
pronouns. 

In Section 4, I turn to some of the consequences of the above approach. In particular, I will 
argue that much of the truth-conditional semantics of natural language can be modeled by zero- 
sum games between a verifier and a falsifier. Pragmatics, on the other hand, involves games 
of cooperation between a speaker and an audience. The underlying formalism for both truth 
conditional semantics and pragmatics is otherwise identical, once the difference between zero- 
sum semantical games and cooperative pragmatic games is recognized. 

'My judgment and the judgment of those I have asked is that (1)e is more natural than (1)f.We return to this below. 
%ee Hintikka & Kulas (1985), Hintikka (1996) and Hintikka & Sandu (1997). On quantifiers in GTS more 

specifically, see Clark (2004) and Pietarinen (2006). 
4Myerson (1991) gives a clear exposition of classical game theory and some of its extensions. 
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2 BASIC QUANTIFIERS

In this section, I will give some game rules for a few quantifiers. Before doing so, however,
we should consider, in broad outline, the structure of GTS. It seeks to give the truth conditions of
a sentence, S, by means of a zero-sum game played between two players, a verifier and a falsifier,
with respect to a model, M. This game will be designated by:

G{SyM).

The verifier bets that the sentence S hold in M. while the falsifier bets the opposite.
The game proceeds roughly as follows. A logically active element—that is, an element as-

sociated with a game rule—is selected. The players play according to the rule and the original
sentence is replaced by one or more sentences that do not contain the logically active element.
Eventually, there are only simple sentences left containing only names and simple predicates that
can be shown to be supported (or not) by the model. At this point, a winner is determined. If
a simple sentence is supported by the model, then the verifier wins; otherwise, if the sentence
is falsified by the model, then the falsifier wins. Notice that it is possible that the outcome is a
draw, in which case the sentence has a third, indeterminate, truth value.

We should note that, as the game proceeds, the verifier and the falsifier may change roles.
This can happen under negation, for example; the verifier will win on a negated sentence if and
only if the falsifier wins on the unnegated form. The following rule will suffice:

(R.negation)
If the game G[S\Ai) has reached an expression P ̂  which is the negation in English
of P, then the players exchange roles, i.e. the verifier will become the falsifier and
vice versa. The game goes on as G(V; M).

As we will see below, it will be important to keep track of who the initial verifier and the initial
falsifier are. I will refer to the initial verifier as "Eloi'se" and the initial falsifier as "Abelard." It is
important to note that there will be times when Elo'ise is playing the role of falsifier and Abelard
that of verifier.

We can explicate truth in terms of winning strategy. That is, the truth of sentence S in M. can
be defined as follows:

M. hois S+ if and only if there exists a winning strategy for the verifier in G (S; M).

Falsity is defined as the dual of truth:

•M. hois S if and only if there exists a winning strategy for the falsifier in G (S; M).

Supposing that the verifier and the falsifier are playing a game of perfect information—that is,
that they can see each other's moves, as in chess—the above rules are equivalent to the standard
Tarskian treatment (see Hintikka & Sandu 1997, and the references cited there):

Theorem 1. Assuming the axiom of choice, for any first order sentence S and model M, Tarski-
style truth and GTS truth coincide; that is:

M K . , S iff M k™ S+ .
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Before we turn to some game rules for English, let us consider some properties of scope 
in natural languages. Unlike artificial languages like first-order logic, the priority of logical 
operators in natural languages is not overtly marked by parentheses or other syntactic devices. 
Instead, ordering principles must be used to determine the order of play in a natural language 
game. In addition, the scope of quantifiers in natural languages can be broken down into two 
parts which normally coincide in artificial languages. One part consists of the way in which 
the quantifier interacts with other logically active elements in the sentence. These are normally 
thought of as scopal ambiguities, but, since they involve the order of play between the verifier 
and the falsifier, we will refer to this kind of scope as priority scope. In GTS, priority scope is 
modeled by the order in which logically active elements are selected. I will have little to say 
about such scope in this paper.5 

The other type of scope involves the interaction of the quantifier with anaphors, specifically 
bound pronouns and reflexive items. As has been frequently noted in the literature,6 these two 
scopes need not coincide. This is amply illustrated by examples like: 

(3) A man entered the bar. He had a penguin on his head 

In (3), a man and he may refer to the same element. In this case, the binding scope of a man 
exceeds its priority scope. Not all quantifiers are capable of this, as illustrated by the relative 
peculiarity of the discourse in (4): 

(4) Every poet has low self-esteem. She thinks it makes her interesting. 

In (4), the quantifier every poet cannot bind the pronoun she. Thus, the binding scope of "every 
+ noun" is narrower than the binding scope of "a + noun." To account for these properties, we 
will use a special store, the choice set Is. The players will add and withdraw elements to and 
from this set as the game proceeds; that is, the contents of the game set can change dynamically, 
allowing for a variety of scoping properties; I will develop principles governing the management 
of the choice set below. Sentences in a discourse are sub-games in a larger "super-game;" as 
hinted above, while sentences are zero-sum competitive games, the super game is a cooperative 
game. I will develop this point in Section 3. 

In order to establish the properties of the choice set, consider the simple cases in examples 
(51, (6) and (7): 

(5) a. Every student passed the exam. She studied very hard. 
b. Every student passed the exam. They studied very hard. 
c. Every student thinks he's treated badly. 

(6) a. No dean drank the Pernod. He prefers Cointreau. 
b. No dean drank the Pernod. They prefer Cointreau. 
c. No dean admits he drinks Pernod. 

(7) a. A trustee danced nude on the table. He had been snorting cocaine. 
b. A trustee danced nude on the table. They had been playing "Truth or Dare." 
c. A trustee always claims that he has important business to do. 

5See the papers by Gabriel Sandu and Tatjana Scheffler in this volume for discussion on these issues. 
%ee, for example, Hintikka & Kulas (1985), Kamp & Reyle (1993), and Groenendijk & Stokhof (1991), among 

a host of others. 
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Consider, first, the simple texts in (5) and (6). The (a)-examples show that neither every student 
nor no dean introduces a discourse entity that survives in the super game, although both can bind 
a pronoun inside the same sentence, as witnessed by the (c)-examples. The @)-examples show 
that sets evoked by every student and no dean are available in the super game. Thus, the pronoun 
they in (5)b is understood as the set of students. Likewise, the pronoun (6)b is understood as 
the set of deans. Notice that in both cases the plural pronoun is dependent on a morphologically 
singular noun phrase. 

The texts in (7) illustrate what happens when a quantifier introduces a discourse entity that 
survives in the super-game. In this case, a singular pronoun in the next sentence can denote that 
entity, witness the example (a); a plural pronoun in the next sentence can denote a set evoked by 
the entity as shown in the example (b) where they denotes the set of trustees. Finally, the example 
(c) show that the quantifier can bind a quantifier within the sentence, just as was the case in (5) 
and (6). 

How are we to account for the examples in (5), (6) and (7)? At the very least, these examples 
show, first, that not all quantifiers have the same status when it comes to introducing full-fledged 
discourse entities and, second, that while all entities introduced by quantifiers are available in 
the game in which they are introduced, not all survive to the super game; some entities disappear 
once their game is over, although sets that these entities evoked may remain available. 

I will suppose that the choice set is divided into two partitions: one part, call it I,,,, contains 
entities evoked in the current game; the other part, call it I,,,,, contains all the sets and entities 
that have been played in all the sub-games that make up the discourse up to the current sub-game. 
At the end of a sub-game, the contents of I,.,, are placed in I,,,, with the following proviso: 

(8) Choice Preservation 
An entity is passed from I,,, to I,,,, just in case it was selected by Eloi'se. Other- 
wise, the set X from which the entity was selected is placed in I,,,,. 

There is crucial use of Eloi'se in the formulation of (8). It is only EloTse, the initial verifier, who 
has the privilege of passing individual choice from I,.,, to I,,,,. 

Let us now turn to some quantifier rules and illustrate the effects of our data structures and 
Choice Preservation. Consider first a rule for some (as well as a(n)): 

(R.some) 
If the game G(S; M) has reached an expression of the form: 

Then the verifier may choose an individual from the appropriate domain, say b. The 
game is then continued as G (Z  - b - W, b is an X and by; M). The individual b is 
added to the choice set Is. 

Suppose, to take a concrete example, that the game is being played on the sentence: 

(9) A trustee drank. 

As always, Eloi'se bets the sentence is true and Abelard bets that it is false. Suppose that M 
contains five trustees, one of who is Oscar. Furthermore, suppose that the set of drinkers includes 
Oscar. Then Eloi'se has a winning strategy. Given: 

G(a trustee drank, M) 
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Eloise chooses Oscar and the game continues as: 

G(0scar is a trustee and Oscar drank, M ) .  

In addition, Oscar is placed in the choice set, in particular Oscar is an element of I,,,. Since 
Oscar is both a trustee and a drinker, Elo'ise will win. By Choice Preservation, Oscar is transferred 
to I,,,, at the end of the sub-game, since Eloise was playing as the verifier when she chose 
Oscar. Suppose that the next sentence is: 

(10) He loves Old Crow. 

We will give a proper version of the rule for interpreting pronouns in Section 3; for the moment, 
I will adapt the rule from Hintikka & Kulas (1985): 

(R.he) 
When a semantical game has reached a sentence of the form: 

an individual of the appropriate kind (a person or an animal), say b, is selected by 
the verifier from I,,,,,,, whereupon the falsifier chooses another individual, say d, 
from I,,,,. The game is continued with respect to: 

X - b - Y, b is a male, but d is not male. 

The idea behind (R.he) is that both the verifier and the falsifier select entities from the discourse 
model. If the falsifier can choose an entity that is male and distinct from the one chosen by the 
verifier, then the falsifier wins immediately. Notice that this rule predicts, incorrectly, that the 
following short text is incoherent, since the discourse model will contain two male individuals, 
either of which is an appropriate target for he; the falsifier should, therefore, always win: 

(1 1) A man saw a boy steal an apple. He chased him down the block. 

We will fix this problem in the next section. 
Returning to example (lo), we will now play a game on: 

(12) a. G (He loves Old Crow, M )  
b. I,,,,, = {Oscar} 

In the above context, Elo'ise can pick Oscar as the referent for he while Abelard has no choice 
and must also pick Oscar. The game continues as a sequence of three games: 

(13) Oscar loves Old Crow, Oscar is male, but Oscar is not male. 

Assuming that Oscar is male and Oscar loves Old Crow, then Eloise wins all three games in 
(13); note that she bets that Oscar is not male is false and, hence, takes the role of the falsifier in 
playing on this part of the game. 

Compare the above with the rule for every: 
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(R.every) 
If the game G(S; M)  has reached an expression of the form: 

Then the falsifier may choose an individual from the appropriate domain, say b. The 
game is then continued as G (Z - b - W, b is an X and by; M). The individual b is 
added to the choice set Is. 

In this case, the falsifier is permitted to choose an entity. The verifier wins just in case it is 
falsifier who cannot find an entity d that will serve as a counterexample while falsifier wins if a 
counterexample is available. 

Notice that every has a very different behavior with respect to anaphora than some/a(n): 

(14) a. Every student thinks he's treated unfairly. 
b. Every student passed the exam. She studied very hard. 
c. Every student passed the exam. They studied very hard. 
d. Every student wrote an essay. One spelled most of the words correctly. He must have 

had a dictionary. 

The familiar example (14)a shows that the quantifier every student can bind a pronoun within a 
sentence. In the course of a play, falsifier would pick a counterexample, say Julius, and drop him 
into the choice set. According to (R.he), the verifier can pick an element of Is to substitute for 
the pronoun. If she picks Julius, she has a potential winning strategy. 

Examples (14)b and (14)c show that things are not so simple. The oddness of (14)b shows 
that falsifier's particular choice is no longer available afier the game has been played. This 
is different from the behavior of some; a text made of (9) followed by (10) shows that when 
(R.some) is played, Elo'ise's choice remains available on the next sub-game. 

We can account for the difference between the some and every if we suppose that the set of 
students is added to the choice set at the end of the game in which the rule is played. If this 
is correct, then the use of the pronoun in (14)b will violate the definiteness required by (R.he), 
giving the falsifier a strategy that wins no matter what. That is, (14)b is necessarily false, and 
therefore useless for communication; no one would use it outside of a logic class or a linguistics 
paper. 

The difference between some and every is a function of Choice Preservation. This constraint 
says that Elo'ise's choices, when she makes them as the Elo'ise, survive the game in which they 
are made; otherwise, the set from which a choice is made survives, but not the individual choice. 
To motivate this, consider the following: 

(15) Mary didn't see a student. 

The example in (15) has two readings. One in which negation has scope over a student and one 
in which the relative scopes are interchanged. Scope is a matter of the order in which logically 
active elements are chosen, so there are two possibilities. The players could first play (R.some) 
and then play the negation. Suppose they do so. Eloi'se would then select a witness for a student, 
substituting the witness' name for a student, say Zwing: 

(16) Mary didn't see Irving. 

Next, the rule for negation must be played. Elo'ise and Abelard exchange roles and Eloi'se now 
bets that the sentence: 
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(17) Mary saw Irving. 

is false. On this reading, Eloi'se's choice of Irving is preserved in I,-,. If the text continues 
with: 

(18) He was hiding in the sewers. 

then Eloi'se can select Irving for he and all is well. 
Suppose, however, that negation is played first. In that case, EloTse and Abelard exchange 

roles and continue the play on: 

(19) Mary saw a student. 

Abelard is now betting that the above is true. Now, (R.some) must be played. Abelard, in his 
new role as the verifier, must select a student to witness the sentence. Suppose he picks Julius. 
The game continues on: 

(20) Mary saw Julius. 

If the above is false, then Eloi'se wins. But Julius does not survive in I,,,,,, which, instead, 
contains the set of students as required by Choice Preservation. Now if the discourse continues 
with: 

(21) He was away. 

the result is necessarily false and, therefore, incoherent. On the other hand, a continuation like: 

(22) They were in Cancun for Spring Break. 

The result is fine with they interpreted as the students. 
Let us now return to example (14)b, repeated here as (23): 

(23) Every student passed the exam. She studied very hard. 

Application of (R.every) to the noun phrase every student in the first sentence allows Abelard to 
select a counterexample, say Julie, who is also placed in I,,,. Play continues on: 

(24) Julie passed the exam. 

Putting aside the treatment of the definite description, the exam, suppose the sentence is con- 
firmed by the model and that Abelard has no winning strategy on it. At the end of the game, Julie 
is not passed into I,,,,.; rather, the set of students is placed there. When the continuation: 

(25) She studied very hard. 

is encountered, Abelard can always win, no matter what student Eloi'se chooses, rendering the 
text trivial and incoherent.' Notice that the continuation in (14)c, repeated here: 

(26) They studied very hard. 

is coherent. The set of students is placed in I,,,, and is, therefore, available as a target for a 
discourse anaphor. 

Let us turn finally to (14)d, repeated here: 

7Note the crucial assumption here that there are more than two female students in the model. If there were only 
one, the continuation would presumably be coherent. We will repair this in Section 3. 
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(27) Every student wrote an essay. One spelled most of the words correctly. He must have 
had a dictionary. 

In order to account for the small text in (27) we need another game rule: 

(R.one) 
When a semantical game has reached a sentence of the form: 

X - one - Y 

an individual, say b, is selected by the verifier from a set contained in I,,,,. The 
game is continued with respect to: 

The entity b is then added to I,,,. 

Playing (R.every) on every student in the first sentence of (27) implies that Abelard can select a 
counterexample. Suppose Abelard selects a student, Oscar, and the play continues on: 

(28) Oscar wrote an essay. 

Once the game on the first sentence is terminated, Oscar is deleted, but the set of students is 
added to I,,,,. The play commences on the next sentence of (27): 

(29) One spelled most of the words correctly. 

Playing (R.one) allows the verifier, still Eloi'se in her original role, to select an element from the 
set of students. Suppose she picks Lester. The play continues on: 

(30) Lester spelled most of the words correctly. 

Once the play terminates on this sentence, Lester is transferred to I,,,,,, as stipulated in Choice 
Preservation. Suppose the play continues on the third sentence of (27): 

(3 1) He must have had a dictionary. 

Playing (R.he) allows EloTse to select Lester as the example of a student who must have had 
a dictionary. Notice that this treatment at least potentially captures the inference that the stu- 
dent who spelled most of the words correctly is the same as the student who must have had a 
dictionary. In Section 3 we will develop a system that guarantees the inference. 

Now that we have given some examples of how game rules for quantifiers establish discourse 
entities, I will give a few examples of some more complex game rules that we will use in our 
discussion in Section 3. These rules cover cases like elementary cardinal quantifiers (Example 
(32)a), some bounding quantifiers (Example (32)b) and an example of majority quantifiers (Ex- 
ample (32)c). More complex examples can be found in Clark (2004, in press) and Pietarinen 
(2006). 

(32) a. At least four deans smoked crack. 
b. At most five faculty members hunted pigeons. 
c. Most grad students must eat grubs in the winter. 

Let us turn, first, to elementary cardinals like those in (32)a. Further examples, with their rela- 
tionship to discourse anaphors are given in (33): 
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(33) a. At least 5 deans smoked crack. They passed out. 
b. At least 5 deans drank Mad Dog. He passed out. 
c. At least 5 deans dropped acid. One jumped out the window. 

We give the game rule below. The basic idea is that the verifier must choose a witness set from the 
model. The falsifier must select an entity from this witness set. The witness set, itself, is placed 
in the choice set. If the sentence containing the elementary cardinal is true, then clearly it should 
be the case that the current verifier can select some number of witnesses for the sentence equal to 
the cardinality specified by the determiner. The falsifier will be unable to select a counterexample 
from this set. Thus, the verifier will have a winning strategy if the sentence is true. If the verifier 
is unable to select such a set, then she will be forced to select a counterexample. The falsifier 
then has a winning strategy: Pick the counterexample from the verifier's witness set. Hence, the 
falsifier has a winning strategy when the sentence is false. 

(R.at least n) 
If the game G(S; M)  has reached an expression of the form: 

then the verifier may choose a set of entities from the domain M, call it ver(M), 
such that Iver(M)I ) n. The falsifier then selects an entity d E ver(M). Play 
continues on Z d W, d is an X and d - Y. The contents of ver(M) are placed in 

The above rule can correctly account for the judgments in (33). It will establish a set of discourse 
entities-the witnesses selected by the verifier-that can act as an antecedent for a plural pronoun 
like they in (33)a. The falsifier's choice will not be preserved, accounting for the impossibility of 
taking he to be one of the deans in (33)b. However, the set of witnesses selected by the verifier 
can provide the basis for one anaphora, as shown in (33)c. 

The rule (R.at least n) differs from the usual game rules in GTS in that one of the players 
is permitted to choose an entire set. Normally, sets are constructed indirectly via the players' 
choices of individuals. Since we are not concerned with the foundations of mathematics, I will 
freely include sets in the ontology for natural language. 

We should also note the lack of availability of the falsifier's choice within sentences and the 
relationship between singleton sets and entities. Consider the following short texts: 

(34) a. At least one student thinks he's smart. He brags about it all the time. 
b. At least two students claim he's wealthy. {TheyIHe) will not stop talking about it. 

According to our rule, the verifier chooses a singleton set to witness the properties in (34)a and 
the falsifier must, trivially, choose the sole element of the singleton. This element is available 
for intra- and inter-sentence anaphora. Compare this with the situation illustrated in (34)b. In 
this case, the verifier must choose a set of cardinality of at least two to witness the property. The 
falsifier can choose one of the elements of this set. His choice appears never to be available for 
within sentence anaphora: he in the first sentence in (34)b can never refer to one of the students. 
But why should this be? In other cases, the falsifier's choice is available for intra-sentential 
anaphora, as in the following example: 
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(35) Every student thinks he's smart. 

Compare example (35) with the example in (36): 

(36) All students think he's smart. 

In (36), he cannot be dependent on all students. The problem appears to be morphosyntactic. 
The relevant pronouns in (34)b do not agree with their putative within sentence antecedents with 
respect to number. This appears to be sufficient to block anaphora. Compare (36) with (37): 

(37) All students think they're smart. 

In my dialect, (37) is at least two ways ambiguous. It can mean that each student believes 
of himself that he is smart or that all students believe that the members of the set of students 
are smart. This indicates that morphological agreement with the antecedent is crucial for intra- 
sentential anaphora. This is in contrast with intersentential anaphor where the antecedent and the 
pronoun need not agree in number: 

(38) Every dean wore a puce body-stocking. They thought it was becoming. 

In the above, they can refer to the set of deans even though the noun phrase that evokes this set, 
eveiy dean is singular, a fact we accounted for above. 

Next, consider a bounding quantifier as in (32)b, repeated here embedded in a small text: 

(39) At most five faculty members huntedpigeons. {They/One/#He} couldn't catch a single 
bird. 

As the texts show, a plural pronoun or indefinite can have a bounding quantifier as discourse 
antecedent. The plural pronoun, they, is interpreted as the five or fewer faculty members who 
hunted pigeons; that is, they picks out the witnesses of the properties used in the first sentence of 
the text. A singular definite pronoun cannot pick out a member of this set. 

One might suppose that we could construct the game rule for at most n by taking the (R.at 
least n + 1) and having the verifier and the falsifier exchange roles. That is, we could simply 
use the boolean structure of the set of determiner denotations to construct a game rule (see, for 
example, Keenan & Stavi 1986). The falsifier, playing as verifier, would select a set of n + 1 
witnesses and the verifier, playing as falsifier, would try to select a counterexample from that set. 
If she has a winning strategy then the model must contain at most n witnesses as required. Notice 
that this approach would construct an inappropriate discourse antecedent since the set ver(M) 
would contain a non-witness, which is unacceptable. 

I would argue that the correct rule would take the discourse effects of the quantifier into 
account. The following game rule is correct semantically and has the desired discourse effects: 

(R.at most n) 
If the game G (S; M )  has reached an expression of the form: 

Z a t m o s t n X w h o Y W  

The verifier chooses a set of entities from the domain M, call it ver(M), such that 
the cardinality of ver(M) is less than or equal to n. The falsifier chooses a disjoint 
set of entities from M, call it fal(M), such that Iver(M) U fal(M)I > n. The game 
then continues on: 
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Z-every ver(M) W ,  Z-no fal(M)-W, every ver(M) is an X who Y, 
every fal(M) is an X who Y. 

The set ver(M) is placed in I,.,,. 

The game works by allowing both the verifier and the falsifier to select sets of entities; the 
union of these sets must exceed n. If the falsifier has a winning strategy, then he can drive 
the cardinality of the set of witnesses to a number that is greater than n. Otherwise, the set of 
witnesses must be less than n and the verifier has a winning strategy. 

Finally, let us consider a game rule for a more complex quantifier like most. In the general 
case, most is not compact and, therefore, cannot be expressed as a iirst-order fun~t ion.~ It is 
unclear how to capture the meaning of most via a finite game. In particular, the falsifier should 
have a winning strategy on: 

(40) Most integers are not divisible by five. 

although it is difficult to see how to do this except through an infinite game or by the mechanism 
of allowing one of the players to deliver a proof. Below, I give a rule which works in finite 
models: 

(R.most) 
If the game G(S; M) has reached an expression of the form: 

Z m o s t  CN whoP1-W 

where CN is a common noun and PI is a predicate, then the verifier picks a set of 
objects, call it ver(M), of cardinality: 

The falsifier may choose an individual d E ver(M) and the game continues as: 

The set ver(M) is then added to the choice set Is. 

The game rule (R.most) requires that the verifier select a set whose cardinality is greater than 
half that of the set denoted by CN. The falsifier may then select an element of that set to test the 
sentence on. If the falsifier cannot select a counterexample from the set, then it must be that a 
majority of the elements denoted by CN have the requisite properly and the verifier wins. Notice 
that the difference between (R.most) and the game rules for the cardinal determiners resides in 
the requirement that ver(M) be of a particular size. 

Finally, the rule requires that the set ver(M) be placed in the choice set. The discourse effect 
of (R.most) should be similar to those of the cardinal determiners. That is, singular pronouns 
will not match but plurals and indefinites will: 

'See, for example, the proof of this in Landman (1991) among many other sources. 
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(41) a. Most deans practice fortune-telling. He is a reader of tarot cards 
b. Most deans are druids. They march about waving mistletoe. 
c. Most deans hunt small game. One caught a pigeon. 

The reader can verify that the rules have the correct results in these sentences. A more complete 
set of rules for quantifiers is given in Clark (2004) and Pietarinen (2006). Now that we have a set 
of interesting quantifiers to work with, let us now turn to the problem of managing their discourse 
consequences. 

3 GAME THEORY AND DISCOURSE ANAPHORA 

We have so far considered zero-sum games between two idealized agents. These games 
simulate the truth conditions of a sentence and, indeed, provide an interesting definition of truth 
as the presence of a winning strategy for Eloise (or, alternatively, as a verification procedure) 
relative to a model. It should be clear that these zero-sum games do not succeed in fully capturing 
communication. It is nonsensical to suppose that one participant in a conversation plays the 
verifier and the other the falsifier, for example. Interlocutors have a shared interest in successful 
communication. Speakers encode meanings strategically based on shared knowledge. If, for 
example, the speaker has reason to suppose that the hearer can successfully assign a referent to 
a pronoun, she will use a pronoun. If the speaker does not have ground for this supposition, then 
she will use some other means-a definite description, for example. The form chosen for the 
definite description will, in turn, depend on the speaker's assessment of the hearer's knowledge 
of the intended referent. All of this suggests that the interlocutors are playing a cooperative 
game. We will follow this line of reasoning, while maintaining the sensible notion that the 
games involve finding and selecting entities and sets of entities from the model and the choice 
set. 

In this section, I will discuss an analysis, developed further in Clark & Parikh (2006), of some 
straightforward examples of discourse anaphora in terms of cooperative games. Here, I will 
develop an analysis of games involving first one and then two discourse anaphors in a clause. 
Clark & Parikh (2006) extends the analysis to include a variety of factors that can influence 
judgments of coreference, including contrastive stress, lexical semantics and real world decision 
problems. 

Let us begin with the analysis of some very elementary cases of discourse anaphora. The 
analysis is focused on languages like English which lack null pronouns. It is straightforward to 
extend the game analysis in these directions. 

I will assume that discourse entities are introduced by quantifiers, as discussed above. For 
example, a sentence like: 

(42) A cop saw a hoodlum. 

introduces two entities into the discourse model, one for the cop and one for the hoodlum. Given 
the sentence: 

(43) He yawned. 

the hearer is faced with a decision problem: Which element of the discourse model should she 
take as the referent of he? If we extend these considerations slightly, we should observe that the 
speaker is also faced with a decision; namely, given a context and a discourse model, D, should 
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Figure 1 : A game tree for simple discourse anaphora 

he use a pronoun to refer to a particular element of D or should he use a definite description? 
Clearly there are costs for both choices. If the speaker chooses a pronoun, then he risks that the 
hearer will select an incorrect element of 2). If the speaker chooses a definite description, he 
reduces the risk of misunderstanding, but increases the amount of work that must be expended in 
producing and processing the utterance; definite descriptions are longer and syntactically more 
complex than pronouns. 

The problem can best be solved as a game of partial information. The speaker and hearer 
share some common knowledge and have some interests in common. We can represent their 
common knowledge, their choices and their interests as a set of game trees. By finding the Pareto- 
dominant Nash equilibrium of the game, the players can most efficiently solve their problem and 
comm~nicate.~ Suppose, then, that the speaker has uttered the sentence in (42), introducing the 
following discourse entities: 

(44) dl = the cop 
d2 = the hoodlum 

Now suppose that the speaker wishes to encode the meaning that the cop yawned. Both the 
speaker and the hearer know that the speaker could refer either to the cop or the hoodlum using 
either a pronoun or a definite description. Having encoded the intended meaning, the hearer must 
decide whether to associate the expression with d l ,  the cop, or d2, the hoodlum. 

9A Nash equilibrium is a strategy that offers each participant the best payoff given the strategies of the other 
players. That is, in a Nash equilibrium a player has no reason to change his or her strategy since any other move 
results in a lower payoff. A game may have several Nash equilibria. A Pareto-dominant Nash equilibrium is a 
Nash equilibrium whose payoffs are at least as high as the payoffs in any other Nash equilibrium; no other Nash 
equilibrium offers a better payoff. 
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The game tree in Figure 1 shows the various moves available to the speaker and hearer as well 
as the payoffs that they can expect once the choices have been made. Figure 1 shows two trees, 
one rooted in information state s and the other rooted in information state s f .  Consider, first, the 
tree that is rooted at information state s. Information state s is associated with probability p and 
shows the case where the speaker intends to refer to dl, the cop in the discourse model D, while 
the tree rooted at information state s '  (associated with probability p') shows the case where the 
speaker intends to refer to d2, the hoodlum. The branches from the root show the possible moves 
that can be made by the speaker, while the branches emanating from these show the hearer's 
moves. The leaves show a set of ordered pairs of payoffs, where the first element is the payoff 
to the speaker while the second is the payoff to the hearer. Finally, the circled nodes are states 
which the hearer cannot distinguish. 

Thus, if the speaker intends to refer to d l  she can either use a definite description, the cop, 
or a pronoun, he. If she uses the definite description, she succeeds in referring to d l  unam- 
biguously but at a cost of some work for both her and the hearer; she must go to the effort of 
actually producing the definite description-which is work-and the hearer must go to the effort 
of processing it-which is more work. Furthermore, we will suppose that referring to a promi- 
nent element (the subject of the preceding sentence) with a full description rather than a pronoun 
entails some cost. Thus, I have shown a payoff of ( 6 , 6 ) ;  the speaker and the hearer have com- 
municated successfully, but at a cost. Suppose she uses a pronoun. Now, the hearer can either 
pick d l ,  the intended referent, or d2 the boy. In the former case, communication has succeeded 
at the cost of very little work. Both the speaker and the hearer are happy and get a payoff of 
(10,lO). If, however, the hearer selects d2, then communication has failed, an eventuality that 
both the speaker and hearer find unpleasant and wish to avoid. We therefore assign this outcome 
a payoff of (-1 0, -10). The tree rooted at s' is nearly symmetrical, with d l  and d2 substituted 
for each other throughout the discussion. The one difference in payoffs4hoosing d2 for he 
has a payoff of (8 , s )  and not (1 0,10)-reflects our assumption that it is slightly less efficient to 
pronominalize a less prominent element (in this case, an object). 

Summarizing, the method of apportioning payoffs is based on the interaction of two princi- 
ples: 

(45) a. It is more costly to use longer expressions; pronouns are less expensive than names 
which are, in turn, less expensive than descriptions. 

b. It is cheaper to refer to a more prominent element with a pronoun; it is correspondingly 
marked to refer to a more prominent element with a description or name when a pro- 
noun could be used. Prominence is, here, calculated on the basis of the grammatical 
function the element plays in the preceding sentence. 

The two principles in (45) rely on linguistic structure to establish the basic game trees. I should 
emphasize that contextual information can condition the probabilities associated with informa- 
tion states, with the result that the preferred strategy could change; see Clark & Parikh (2006) 
for more discussion. 

Now, since there is no further information, let us suppose that p = p'. This means that 
information state s is as likely as information state s'. The Pareto-dominant Nash equilibrium is 
the strategy: 

{(s, he), (s', the hoodlum), ({t, t'}, dl)}. 

That is, if the speaker is in information state s where he wishes to refer to dl ,  she will use he. 
The hearer, who is now indeterminate between information state t and information state t', will 
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4, dl) 
(7,7) 

Figure 2: A game tree for two discourse anaphors 

select dl. If, on the other hand, the speaker is in state s' (where she wishes to refer to d2, she 
will use the hoodlum); since the hearer's choice is determined unambiguously in the example, 
we have not included it in the strategy profile. 

Now let us turn to the slightly more complex case where two pronouns are used: 

(46) A cop saw a hoodlum. He chased him. 

Again assuming that a cop invokes a discourse entity, d l ,  and a hoodlum invokes entity d2, there 
is a strong preference to take he as referring to d l  and him as referring to d2. The situation can 
again be represented as a game tree as shown in Figure 2. 

The game involves two moves, as above. In this tree, I have shown only the sequence of the 
two possible referring expressions and the choice of two discourse entities. Thus, the speaker 
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must decide whether to use two definite descriptions, a pronoun and a definite description or 
two pronouns.10 Of course, if the speaker uses two pronouns, then the hearer cannot know with 
certainty which game tree he is in, a fact represented by circling the ambiguous information state 
nodes in the diagram. Both the speaker and the hearer can exploit properties of the grammar to 
narrow down the choices. For example, since the grammar rules out the case in which the two 
pronouns refer to the same entity, we need not include branches where the hearer chooses the 
same discourse entity twice. 

The payoffs associated with each sequence of choices reflect the work of production and per- 
ception as well as success of communication. For example, the choice the cop. . .the hoodlum. . . 
guarantees successful communication but incurs work for both the speaker (in terms of produc- 
tion) and the hearer (in terms of perception). The choice the cop. .  .him.. . is ranked slightly 
higher for both the speaker and the hearer since it involves successful communication with less 
work due to the replacement of one definite description by a pronoun. Notice that the best option 
for both the speaker and the hearer in terms of effort is h e . .  .him.. . where the hearer correctly 
chooses the discourse entities. The problem, of course, is that this encoding also runs the risk of 
miscommunication. A final factor I will take into account in determining payoffs is the relative 
prominence of an element; specifically, the subject of the preceding sentence is more likely to be 
the target of a discourse anaphor in the next sentence. 

How should the speaker and the hearer play the game? If p = p', as above, then the Pareto- 
Nash equilibrium is the strategy: 

{(s, he. . .him. . .), (s', the hoodlum. . .him. . .), ({t4, ti}, (dl ,  dz))} . 

That is, if the speaker is in information state s, where he wishes to refer to the sequence of 
discourse entities (d l ,  d2), then he should use the pronouns he followed by him. The hearer 
should respond by picking the pair (d l ,  dz); that is, the choice where he = dl and him = d2. If 
the speaker is in state s' then he should use the hoodlum and him, with hearer's choice being 
determined as shown in Figure 2. 

Consider the following two short texts: 

(47) a. A man saw a boy. He kicked the man in the shins. 
b. A man saw a boy. The boy kicked him in the shins. 

Although (47)a is interpretable, it is decidedly odd. The text in (47)b is entirely acceptable. 
The analysis of the game in Figure 2 correctly distinguishes between (47)a and (47)b on the 
assumption that the calculation of payoffs takes grammatical prominence into account. 

Clark & Parikh (2006) assume that the game trees are associated with probability mass func- 
tions, p and p'. In fact, these probabilities are crucial in working out the Pareto-Nash equilibria 
of the games. In general, when there are n discourse entities to choose from, we will have n 
game trees whose roots are associated with probability mass functions pl , . . . , p,, each pi corre- 
sponding to the case in which discourse entity i is taken as the most prominent discourse entity. 
The game tree associated with each p i  would have 2k branches, where k is the number of dis- 

"One could, of course, represent each choice as a separate edge in the game kee. Thus, the speaker would first 
choose how to encode the subject of the sentence, the hearer would pick an entity from the choice set; then, the 
speaker would choose how to encode the second entity. The resulting game tree is more complex than the one in 
Figure 2 and harder to read. Since it does not really add information that is not already contained in the simpler 
figure, we have not shown it. 
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course anaphors in the expression since for each discourse anaphor, the speaker can select either
a pronoun or a definite description.

The payoffs are structured to reflect the hierarchy in (48), where the grammatical functions
in the ranking refer to the grammatical function played by the phrase that refers to the discourse
entity in the sentence preceding the current sentence. The probability mass function pi is asso-
ciated with an information state in which the speaker intends that the subject of the preceding
sentence is selected as the target of a discourse anaphor or definite description, p2 is associated
with an information state where the indirect object is most prominent, and so forth. Consider the
ranking in (48):u

(48) Subject > Indirect Object > Direct Object > Others.

Notice, though, that the relative prominence of elements is reflected in the payoffs of the game.
The idea is that violating the ranking in (48) would carry a cost that is directly reflected in the
payoffs given to the players. We will maintain this approach, although the ranking in (48) may
be subject to linguistic variation (see Prasad 2003, and the references cited there). This approach
suggests that cases in which the strategy profile provided by the Pareto-Nash equilibrium has
apparently been violated are due to the fact that the probabilities associated with the information
states have changed due to conditioning from other information sources, for example contrastive
stress or lexical semantics.

I have left aside any discussion of apparent counterexamples to the strategies discussed above.
As I have alluded to, the strategies can change depending on a variety of factors, for example
contrastive stress (as in (49)a) or lexical semantics (as in (49)b):

(49) a. John called Bill a republican. Then he insulted him.
b. Mary insulted Sue. So she slapped her.

In (49)a, the usually judgment is that he can refer to Bill while him can refer to John. Equally,
in (49)b she can refer to Sue and her to Mary. These judgments are the opposite of what we
would predict on the basis of our simple analysis in this section. In both cases, however, the
interlocutors can use contrastive stress or lexical semantics to condition their assessment of the
subjective probabilities associated with the information states. This can result in a change in the
Pareto-Nash equilibrium. These issues are discussed in more detail in Clark & Parikh (2006).

4 CONCLUSION

In this paper, I have developed a set of game rules for treating a broad class of quantifiers
in English. A natural consequence of these rules is that they introduce new entities into the
discourse model, treated here as the choice set, Idlscourse. The game, here, is zero-sum and played
on a model with the verifier and falsifier in direct competition.

The treatment of discourse anaphora, however, is rather different. In this case, there is little to
be gained from conceiving of a verifier and falsifier in competition. Instead, as we have seen, it is
more straightforward to suppose that the speaker and hearer have a mutual interest in establishing
the content of discourse anaphors relative to Idlscourse. Thus, the most natural analysis of these

11 The ranking in (48) is the same as is assumed in much of Centering Theory. It is also in accord with our
assumption that grammatical function correlates with ease of pronominalization. Centering theory is discussed in
Joshi & Weinstein (1981,1983,1986) and Walker & Prince (1996) among many other sources.
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elements is in terms of cooperative games. As we have seen, given plausible assumptions about
the payoffs, the best interpretive strategy is given by calculating the Pareto-Nash equilibrium of
the game. Since these games are public information, known to both the speaker and the hearer,
the task of finding the referents for discourse anaphors is easily accomplished, with little risk of
misunderstanding.

We can speculate that matters traditionally considered to be the province of semantics can
be modeled by zero-sum games played on a model. The winning strategies for a sentence can
therefore be used to characterize the class of structures that satisfy the sentence. Pragmatics,
however, involves a different kind of information. Finding the intended referent for a pronoun,
for example, is not so much a problem of truth conditions but, rather, a precondition for comput-
ing them. Pragmatic problems, such as presupposition and conversational implicature, are best
treated as cooperative games between a speaker and a hearer rather than zero-sum competitions
between virtual information agents.
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Chapter 15

THE SEMANTICS/PRAGMATICS DISTINCTION FROM THE
GAME-THEORETIC POINT OF VIEW

Ahti-Veikko Pietarinen
University of Helsinki

This study examines the conceptual interplay between semantic and pragmatic aspects of lin-
guistic meaning from the game-theoretic standpoint, and finds a negative result: that which is
semantic and that which is pragmatic in language cannot be distinguished by means of the rule-
governed and structural features of game theory. From that perspective, the sole difference is
whether players entertain epistemic relationships with respect to the solution concepts and strat-
egy profiles in the game-theoretic analysis of linguistic meaning. This means that, theoretically,
the distinction is illusory.

1 ASSUMPTIONS

Let me start by outlining a few underlying assumptions that need to be acknowledged at the
outset. First, I take meaning to loom in the relational action structure or the form that is essential
in depicting games in their extensive forms. An extensive form of a game is a tree structure
that lays bare the individual actions of the players as well as their responses to the actions of
their adversaries. These games may be correlated with various things, such as formulas of logic,
propositions, declarative and non-declarative assertions in natural language, or even some iconic
and visual representations of our cognitive apparatus. One might be well advised to use the term
'signs', though this requires a separate argument which is beyond the scope of this paper.

In any event, that the structure is relational means that it is built from recurring interactions
between those who utter and those who interpret the assertions. That the structure is extensive
means, in the usual game-theoretic nomenclature, that it concerns not only the actual, but also
the possible and counterfactual actions—the relational alternatives or referential multiplicities—
of any particular or actual play of the game. Nevertheless, it is not the actions as such that
correspond to the meaning, but the strategies, the exercise of which gives rise to actions.

That meaning is preserved in interactive structures has been prevalent throughout human
inquiry. During the last fifteen years or so, interest in interaction has greatly expanded, bringing
together masses of theoreticians and practitioners to bear on the topic. Computer scientists have
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begun looking closely into the idea to develop a general theory of semantics for programming 
languages (Abramsky, 2006). Linguists have incorporated interaction into their evolutionary and 
diachronic arguments for semantic and pragmatic change, though less often into game-theoretic 
outfits. For philosophers, the idea represents a time-honoured view of human discourse that 
has appeared in various metaphysical and logical guises ever since Plato's dialogues (Pietarinen 
2003b, 2007a). 

The individual disciplinary boundaries are not of too great a concern here; in each case the 
underlying terminology and the mathematical formalism is liable to be quite different, and geared 
to specialised theories. Yet the goal of the interdisciplinary enterprise is common: to get at the 
heart of meaning by methods that share general features, such as those analogous with how hu- 
mans seem to accomplish this, through those concrete communicational and interactive practices 
and processes that take place between multiple agents with the application of multiple cycles of 
encounters throughout historical and evolutionary time. 

The second assumption is that we can engage in semantics and pragmatics by applying the 
unifying conceptual framework, tools, and methods provided by game theory. We can engage 
in semantics, and indeed there is a time-honoured theory for doing so, by what is known in the 
trade as game-theoretic semantics (GTS; see Hintikka 1973, Hintikka & Kulas 1983, and papers 
by Clark, Pietarinen, Sandu and Scheffler in this volume, among others). Its motivations date 
back to certain venerable ideas in the history of philosophy, including Wittgenstein's language 
games (Wittgenstein 2000-, see the papers in this volume by Di Chio & Di Chio, Pietarinen and 
Sowa), Peirce's model-theoretic approach to logic (Peirce 1967, Pietarinen 2005b), and Kant's 
transcendental argument (Hintikka, 1973). 

It is nearly as evident that we can study pragmatics by game-theoretic means. Such a method- 
ology is cogently suggested by formal developments upon Grice's programme (Hintikka 1986, 
Parikh 2006). What is more, game-theoretic analyses of communication prompted, for the most 
part, by Lewis (1969), have burgeoned of late (see e.g. Allott 2006, Benz et al. 2006, Pietarinen 
2006c, and papers in this volume by Guldborg Hansen, Alonso-CortBs and Miyoshi). This as- 
sumption is more contentious, however, since while linguistic interactions resonate closely with 
those of strategic interactions in anticipating the actions of others in order to increase, say, your 
communicative fitness, few agree on what the admissible, preferred ways of implementing this 
resemblance are or what they should be. 

Pertinent questions include the following: What is the linguistic content of what actions 
represent? Are payoffs something that ought to be assigned to sets of such actions or do they 
go best with entire strategy profiles? Are there notions, such as Gricean intention or speaker's 
meaning, that do not naturally arise in, or are not well amenable to, game-theoretic analysis after 
all? 

One of the consequences of this second assumption is that we can study semantics as well as 
pragmatics not only in terms of some well-chosen tools and methods of game theory but in terms 
of the logical and linguistic theory of GTS. And so it could as well be called game-theoretic 
pragmatics (see one of the early studies in this regard by Almog 1982, cf. Pietarinen 2001a). 

Let me briefly justify. First, arguments for the usefulness of game theory in linguistic studies 
range over an area traditionally conceived as pertaining partly to the semantic and partly to the 
pragmatic study of meaning. GTS draws no a priori distinction between the two areas, however. 
The sundry postulation in the tradition of GTS has been that the classes of games that it studies 
and applies to various linguistic phenomena are strictly competitive rather than cooperative, and 
that the payoff structure is, for this reason, much simpler. 
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Second, although certainly a simplification of the theoretically and practically multifaceted
notion of a game, GTS readily possesses genuine game-theoretic content. This is seen in the
structure and formalism of those games that are capable of accommodating some basic notions
such as actions, payoffs, strategies and different facets of information and its transmission. Hence
GTS provides a platform for comparing semantics and pragmatics can from the game-theoretic
point of view.

Since the intent of this paper is mostly conceptual and philosophical, it will focus not on
a technical presentation of GTS but refer to the literature on the topic partly covered in the
bibliography. My programmatic remark is that studies on the relationships between semantics
and pragmatics take note of these profoundly philosophical and foundational questions and do
not assume that understanding of the interplay will be considerably furthered simply by technical
or empirical studies alone.

2 ANALYSIS

Let me make five points that concern the role of GTS in the study of the semantics/pragmatics
distinction as well as some of the relationships and the mutual points of contact between the two.

2.1 TRUTH, MEANING AND ACTION

I have thus far spoken about meaning. However, GTS was originally devised to be a theory
of material truth in the sense of merging truth-conditional semantics with a version of the ver-
ificationistic account of truth (Hintikka, 1973). Later, an array of studies appeared that aimed
at extending the theory to cover not only expressions of logic, but also natural-language asser-
tions (Saarinen 1979, Hintikka & Kulas 1983, 1985). In essence, this game-theoretic approach
parallels truth with the existence of winning strategies for the utterer, who is the defender of
the assertion (a.k.a. the verifier or Myself). Likewise, falsity is correlated with the existence of
winning strategies for the interpreter, who is the opponent of the assertion (a.k.a. the falsifier
or Nature). A similar thought emerged in Peirce's writings on logic (Hilpinen 1982, Pietarinen
2005b, Pietarinen & Snellman 2006). The notions of being true and being false are in this manner
tied in with the existence of certain humanly attainable or humanly playable, rule-governed prac-
tices, activities and customs through which we come to observe and to realise the distributions
of truth values that are linked with our linguistic assertions, assertoric practices and utterances.

One may see links with the philosophy of later Wittgenstein here, too, a point forcefully
propounded by Hintikka & Hintikka (1986). Accordingly, both a version of verificationism and
of truth-conditional semantics are attempted to be subsumed under a general theory for meaning,
including aspects of how language is actually used.

But is meaning not something else or something more than just what correlates with mate-
rial truth and verificationism? If the notion of truth agrees with the existence of some suitable
strategies that show what the correct or optimal courses of actions are through the multiplicity
of possible plays towards terminal positions, then the meaning is what gives rise to these actions
together with all the alternative actions that might have come up in the course of playing the
game. In other words, meaning is not the actions themselves nor is it to be found in observ-
ing, by sense observation or otherwise, the identities of any collection of available actions alone.
Meaning is found in the more general mechanism or in the form that produces these actions. An



232 Game Theory and Linguistic Meaning

entrepreneuring historian of ideas might attempt to relate such forms to the Aristotelian forms in-
stantiated in the soul or in the mind. To describe the meaning is to refer to those actions that have
been chosen or could have been chosen in the game associated with the assertions in question,
but these actions themselves are not the meaning. To sketch a definition:

Definition. Meaning is that form of interactive processes that gives rise to the sum total of all
actions, possible or actual, that arise, or may, will or would arise, as a consequence of
playing the game across different contexts and in varying environments.

Two points must be highlighted. First, the sum total of all possible and actual actions referred to
in this definition is what is exhibited by the extensive form of a game on an assertion. Hence the
meaning involves considerations in the form of subjunctive conditionals: If certain alternative
actions were to be performed, then they would have certain consequences. That some actions are
merely possible has significant repercussions as to how we conceive the meanings of assertions to
take shape from the vantage point of some particular play of the game that was in fact actualised.
If possible actions were ineffectual to the development of the general mechanisms in which
plays take their shape in the course of the game, our theory of meaning would be committed
to relativism and, in the end, solipsism. For, if only action performed in this one, actual world
of ours constitutes meaning, then all action constitutes meaning, language cannot be misused
and there will be no false utterances. Moreover, no communication would be possible. Since
communication clearly exists, what is meaningful to our general ways of acting upon our beliefs
is constituted not by the actual actions and experiments upon utterances and assertions alone but
by the application of actions and experiments and their modifications under any scenario and in
any situation that may arise in the course of playing the game, as well as in the course of being
prepared for repeating the games in whatever new situations or circumstances may come to pass.

Second, subjunctive considerations are empirically meaningful because they have practical
consequences to our actions in the actual world. Since such actions can be correlated with the
actual play of the game given by our preferred assemblies of strategy profiles, the alternatives
to that play are the nitty-gritty of assessing the weight to be assigned to any particular choice
illustrative of such profiles.

In summary, then, that which is to be taken into account in the definition outlined above
includes those actions that lie on the off-equilibrium path, including the zero-probable actions.
As any game theorist will be quick to confirm, a strategy of any practical use has to be prepared
for unlikely actions as much as for those with higher probabilities.

2.2 TRICHOTOMY OF CONTEXTS

Games are entities that by their very nature must be played in different circumstances, situ-
ations, locations and times. Hence the linguistically central notion of context has crucial under-
tones from the vantage point of game theory. There are several distinct but related ways in which
it may enter the game-theoretic constitution of meaning. I will delineate three classes of contexts
that game theory enables us to discern.

First, contexts may be encoded into 'chance moves'. They are actions performed by some
third, fictitious player, call it Nature, who 'shuffles the deck' and by that manner functions as the
'probability generator' that designates individual contexts for each play. The idea is prevalent
in game theory, but has not been applied to theories of semantics and pragmatics of language in
full generality. Let us call linguistic contexts under this understanding A-contexts. For example,
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A-contexts relativise the winning strategy profiles not only to a possible-worlds type of semantic 
analysis, but also to 'contexts of play': namely to those circumstances or conditions under which 
each individual play takes place within the general framework of the whole game. 

Chance moves that determine some key parameters of the game-for instance those concern- 
ing players' types-are often considered common knowledge. If not, the games are known as 
ones of incomplete information (see Harsanyi 1967 for the original account). Incomplete infor- 
mation is a prevalent phenomenon in game theory, economics and communication. It represents 
a 'veil of ignorance': players act while uninformed of the preferences and aims of the fellow 
participants. Formally, this is modelled by making the type-selecting chance moves members of 
the information sets in the extensive-form framework. 

Such incompleteness is also commonplace in semantic and pragmatic theories of language. 
We are often not fully aware of the aims and purposes of our discourse participants, quite inde- 
pendently of whether we subscribe to cooperative communication. But such ignorance does not 
undermine the fact that we can be aware of several common characteristics of the game, without 
which the game would not be well defined. Section 2.5 on epistemology offers additional insight 
on the notion of common knowledge involved. 

Second, notions of linguistic contexts may also be found in what is given by the earlier actions 
of the players along backtracked histories. We call these B-contexts; they arise in coreference, 
among others, and perhaps most conspicuously, in pronominal anaphora (see Clark's chapter 
in this volume as well as Janasik et al. 2003). B-contexts are also prevalent in interpreting 
sentences with multiple quantifiers and determiners (see chapters by Clark and Pietarinen in 
this volume), and are actively built in the course of the game, thus providing a dynamic and 
readily changeable notion of context. B-contexts imply that linguistic contexts, especially in 
communicative situations, are mutable and constantly accumulating, yet defeasible resources, 
and so rely on concepts with a game-theoretic and strategic character. B-contexts are prevalent 
in many pragmatic theories of linguistic meaning. 

It is worth noting that B-contexts are created relative to actual plays of the game, since by 
traversing backwards we trace some particular histories that have already been realised. What 
this means in the treatment of anaphora is that the value to be found through such a process 
has already been selected earlier in the game and added into the set of such originally selected 
choices. 

This is not an absolute requirement, however, since such values, and therefore the links for 
coreference may in certain cases be found from a supply of values totally different from those of 
players' previous choices. If this occurs, coreference is established through other types of context 
or a combination of them. A case in point is bridging: Unfortunately, there is no live music in 
the club. Tonight, they are having a night ofl Such occurrences of coreference are nevertheless 
less frequent than those that B-contexts enable us to establish. 

A third type of context can also be game-theoretically delineated. Contexts may be exogenous 
to the game, in whole or in part. In this regard, games are like open systems. They receive feed- 
back and input from the environment within which they are situated. Let us call game-external 
contexts C-contexts. They are paramount to the Wittgensteinian notion of language games (see 
e.g. Sowa's chapter in this volume and Pietarinen 2003a), but highlight a wider phenomenon than 
what mere social factors can explain in linguistic comprehension. Focus, clefts, non-declarative 
moods, attitude descriptions and a multitude of any other type of similar modifiers are cases in 
point. They may well be partly grammaticalised, but the application and motivation for their use 
typically derive from the utterance's external surroundings. For example, C-contexts are com- 
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monplace in the interpretation of hedges (Almog, 1982). C-contexts also guide the selection of 
the values of coreferential expressions not found simply by looking at what has occurred with re- 
spect to some earlier parts of discourse, which is the case with the aforementioned bridging. This 
by no means prevents such choices-normally based on collateral observation and information- 
from being genuine parts of the game in the sense that they would not be congenial parts of what 
constitutes the strategy profiles of the game. Hence, they are in that very sense part and parcel of 
what constitutes the preferred solution concepts of the game. In that sense, it would be incorrect 
to state that C-contexts are altogether and absolutely exogenous to the theory of games. 

Any three types of context may be combined, which is also likely to occur with natural lan- 
guage. As noted, anaphora may be attempted to be resolved by resorting to B-contexts. Often, 
however, deictic information, syntactic clues and other devices for extracting the required in- 
formation are also indispensable in decoding the meaning of the utterance, and these typically 
appeal to C-contexts. Moreover, since A-contexts deal with what constitutes the common ground 
of language users, such as the common properties of the genus Homo, its knowledge and com- 
petence concerning the language in question, and its behaviour in communicative situations, are 
evidently also relevant to the meaning of anaphora. 

One may think of A- and B-contexts as representing the 'narrow' understanding of context- 
B being the narrowest, referential and indexical one, and A being broader, but less expansive than 
C, which in turn may be regarded as the 'wide' context. The match is by no means perfect. For 
instance, the variability of 'context sets' is prevalent in type A as much as in type B, since chance 
moves need not be restricted to initial moves of a game, and since the variance is affected by the 
accessibility of information acquired from collateral cues and empirical observation as much as 
from what is asserted as the discourse unfolds. There is no hard and fast division between factual 
and conceptual information in the constitution of such contexts. 

Moreover, C-contexts depend on the universes of discourse which are mutually understood 
to be the case, but which the players explore 'as they speak'. Such universes may be restricted in 
various ways, and the players need not be totally acquainted with them at the outset. 

It is a remarkable feat of game theory to subsume such a variety of contexts within a single 
theoretical framework. It is equally notable how closely the three types of contexts pertinent in 
linguistic meaning fit the formal apparatus of game theory. 

2.3 WHO PLAYS THE GAMES? 

Strategic interactions move on two conceptually distinct levels. The first level is constituted 
by actual communicative actions and practices taking place between utterers and interpreters. 
The study of such actions pertains mainly to discourse analysis and the study of interpersonal 
communication to which methods of conversational games may be applied (see Miyoshi, this 
volume, among others). 

Of greater concern, however, are the theoretical underpinnings of communicative interactions 
and the mediation of meaning in them. These structures are studied in GTS by applying game 
rules to the input data, which amounts to exchanges between two theoretical agents (the 'verifier' 
and the 'falsifier'). Agents are introduced to make the underlying conceptual mechanisms of 
interaction, not necessarily actual communicative interaction, better understood. Peirce once 
described it as a "sop to Cerbems" in order to emphasise the significance of logic in the study 
of meaning by making a resounding allegory with some common familiar phenomena. At the 
same time, he avoided falling back on a full-blown psychology or appeal to any singular human 



The Semantics/Pragmatics Distinction from the Game-Theoretic Point of View 235

behaviour.1 In brief, the sop expresses a refusal to identify agency with psychology.
In its somewhat limited sense and within the boundaries of linguistic theorising, it may be ap-

posite to explain the sop as that modicum of rationality which needs to be injected into semantic
and pragmatic theories of language in order to make them conform to one another. The sop will
have to be thrown in order to make these theories mutually respectful towards certain principles
and maxims of communication that became famous in many more or less like-minded philosoph-
ical theories of language, including those of Donald Davidson and H. Paul Grice (Pietarinen,
2004c).

In normative approaches to game theory we encounter a similar sop. The purpose of games
is not to be motivated with experimental findings on how humans actually reason in making their
strategic decisions in interactive settings, but with how they would rationally act (linguistically
or otherwise), given the background that games are adapted to describe. There is little room for
psychological processes in ordinary game theory, just as there is little room for psychological
processes of reasoning in ordinary theories of logic. What matters is whether the choices of
rational decision makers are good or bad, just as what matters in logic and semantics is whether
an account of reasoning is good or bad, or whether our assertions can divide circumstances into
those in which the assertions turn out to be true and those in which they turn out to be false.
The parallel between the normativity of actions and the normativity of logic was foreshadowed
in Peirce's assertion that, just as with ethics, logic ought to be regarded as a normative science.

One of the remaining topics to be brought to the fore concern the epistemology of such
games. Epistemic issues concerning game theory and linguistic meaning have, if truth be told,
been underrepresented in the current literature, despite the major repercussions they bring to the
question of what is semantic and what is pragmatic in language.

2.4 FACTUAL VERSUS CONCEPTUAL TRUTHS

It is well established that GTS provides both the truth-conditions for logical expressions
and the standard of meaning for a plethora of natural-language phenomena. But what is the
overall methodological reach of GTS in that regard, theoretically speaking? One question that
arises is whether GTS can—and if so, how well does it—cope with the interpretation of non-
logical concepts. Prima facie, non-logical constants, including proper names, require theoretic
methods that fix their intended reference. When first encountered, proper names behave more
like variables than static, immutable and directly-referring singular terms. In this sense they may
well have a scope just as that of logical constants.

This prima facie possibility is indeed realisable and, as such, simultaneously both extends
the scope of GTS and reveals what semantics for atomic formulas and singular terms might look
like. What is crucial here is not so much the actual set of game rules that could be evoked
to implement the idea than the concrete implications of such an extension (Pietarinen, 2006d).
As it happens, if some actual, humanly playable and rule-governed practices similar to those
associated with complex formulas and utterances are involved in fixing the meanings of singular
terms and proper names, then what we are accustomed to think of as 'analytic' truths are no

lrTo quote in full, Peirce writes in a letter to Welby, "I define a Sign as anything which is so determined by
something else, called its Object, and so determines an effect upon a person, which effect I call its Interpretant,
that the latter is thereby mediately determined by the former. My insertion of 'upon a person' is a sop to Cerberus,
because I despair of making my own broader conception understood" (Peirce 1977, pp. 80-81, Letter to Lady Welby,
1908).
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longer strictly separate from 'synthetic' truths that have to do with those boundary conditions by 
which we go about interpreting our non-logical vocabulary. 

Support for the reality of this entanglement comes from the interpretation of predicate sym- 
bols of our non-logical vocabulary. For example, the significance of such terms in contributing 
to the meaning of assertions lies in the fact that they defme the points at which individual plays 
of a semantic game terminate. Since such points of termination are co-located with terminal 
histories, in which the application of strategies is no longer possible and in which the attainment 
of the purpose of the players is mutually assessed, they in that very concrete sense are part and 
parcel of the game-theoretic construction of meaning. 

What this also means is that, just as with logical constants, why non-logical vocabulary con- 
tributes to the normativity of GTS is due to the fact that the meanings of the constituents of 
non-logical vocabularies are grounded on the common understanding of the criteria needed for 
the attainment of the satisfaction of non-logical constants. 

Moreover, the game-theoretically definable contexts, especially the A- and C-types, are 
closely related to collateral information obtained from sources subject to collateral observation. 
But that information may be both factual and conceptual, pertaining as it does to the environ- 
mental situation as well as to information about other players' types and their goals, including 
the payoff structure of the game, which for many purposes is constituted by taking into account 
common knowledge among the players. 

What these points entail for theories of linguistic meaning is that factual and conceptual truths 
both contribute to the meaning of linguistic phenomena, and thus cannot serve as an implement 
of demarcation between what is semantic and what is pragmatic in such phenomena. 

2.5 ON THE EPISTEMOLOGY OF SOLUTION CONCEPTS 

The foregoing remarks point to an issue in the need for conceptual clarification. It concerns 
the overall significance we ought to lay on various epistemic notions that permeate the game- 
theoretic analysis of linguistic meaning. 

What are these notions? Typical epistemic characterisation results for solution concepts, such 
as Nash Equilibria, state that, given certain assumptions concerning the players' knowledge or 
belief about the game, the given equilibrium is a solution concept. To characterise Nash Equi- 
librium, for example, it is assumed that rationality, the payoff structure of the game, and the 
available actions are all common knowledge among the players. Without this common knowl- 
edge, and especially with respect to coordination problems, there are no solution concepts and 
equilibrium will be unattainable. 

From the vantage point of linguistic meaning, what is notable is that these assumptions are 
similar to those that constitute reasonable presuppositions for successful communication. Three 
facets to such presuppositions can be discerned. First, the common ground, which, as noted 
above, may include both factual and conceptual truths about the situation or about the types 
and characters of one's adversaries, is established via the constitution of common knowledge 
about such truths, given reasonable postulates of rationality. Second, common knowledge about 
payoffs holds if no situational uncertainty or incomplete information prescribed by the games 
in question exists. Third, that available actions are common knowledge means that the utterer 
and the interpreter are sufficiently familiar with the universe of discourse in question, and that 
the other party is likewise sufficiently familiar with it. As noted in relation to C-contexts, the 
players need not be fully acquainted with the universe of discourse. But altogether lacking such 
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acquaintance or familiarity or the aforementioned assumptions concerning the establishment of
the common ground would jeopardise the possibility of the emergence of any sensible system of
communication.

It is to be noted, however, that such epistemic characterisation results say little or nothing at
all about the players' epistemic attitude about strategies. Yet that relationship is essential as far
as pragmatic phenomena are concerned. To successfully use language is not only to master the
game in order to be able to understand assertions or to be capable of computing or decoding what
they convey or are intended to convey, but also to master their meaning in the crucial sense in
which that meaning is given as a consequence of those actions, which in turn make the assertions
understandable and comprehensible. Meaning, conceived under this qualification, is in strategic
considerations governing individual actions.

In other words, assertions carry a force that is not brought out merely in actions. Such forces
have to do with general phenomena, and function by way of appealing to collateral observation,
information and other contextual features. Such forces have had different facets in the literature:
intentions, conventional and conversational implicatures, generalised conversational implicatures
and presumptions are among the familiar ones. True, the game-theoretic action structure is de-
scribed by the individual actions, but assertoric meaning refers to general notions abstract from
descriptions of individual actions or sequences of actions, and in that sense pertain to strategies
that govern these actions.

To put the point in alternative terms, utterances do not constitute game-theoretic structures.
To be able to utter and interpret one's utterances readily presupposes that language works as it
does, and that the assumptions regarding the mutual knowledge of the key parameters of such
structures are fulfilled. It is this descriptive and semantic function that is analysed by games,
not the possible intentions and purposes that the agents might entertain in conveying, say, non-
declarative moods and attitudes.

For example, in reliably asserting or claiming something to have a certain quality, one must
already be acquainted with a range of human practices and customs connected with expressions
that we customarily or habitually relate with various things and entities possessing qualities of a
similar kind, or with anything customarily or habitually connected with the given quality. More-
over, such acquaintance must be mutual, which is to say that any utterer or interpreter is also
aware of the fact that others are similarly familiar with and aware of the application of such
practices and customs, and so on ad inflnitum.2

3 CONCLUSIONS

What the similarities and dissimilarities in studies of semantics and pragmatics look like are
very much brought to the fore as we move on to identify and assess some of the repercussions
of the foregoing discussion. From the game-theoretic vantage point, there is no fundamental
difference in characterising the meaning of some linguistic phenomena as pertaining to seman-
tics or as pertaining to pragmatics, for the structures and fundamental resources of the underlying
games are identical in both cases. The sole difference that justifies characterisation appears in the
epistemic attitudes that a player has towards solution concepts, including considerations of the
knowledge of players' strategies applied in the generation of that structure. If no epistemic rela-

2 Let us re-emphasise that in GTS, it is not the utterer and the interpreter of actual linguistic assertions that are
taken to bear an epistemic relation to strategies, only the theoretical players of the semantic game.
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tionship exists between the players and their own or their opponents' strategies, the phenomenon 
may well be thought to pertain to semantics proper. If players know, however incompletely or 
with substantial uncertainty, what the strategies they are following consist of or what their essen- 
tial content is, the phenomenon in question may be said to involve features that can, in normal 
situations mutually recognised as such, be characterised as pragmati~.~ 

Over and above such general characterisation of this distinction, what is semantic and what 
is pragmatic cannot, I submit, be distinguished independently of these epistemic considerations. 
In this forceful sense, the semanticslpragmatics distinction4 is but moonshine: there are no a 
priori grounds for demarcating between the two realms. In other words, there is little prospect 
for stepping from one realm into another without changing the fundamental ways in which we 
make references to the players' epistemology in the description of the solution concepts of the 
underlying game. The difference between the two emerges through collateral observation and 
experience by which the players come to form their beliefs and predictions, and in that manner 
become aware of and acquainted with the strategies and their content employed in the course of 
the game. In this overall sense, semantics and pragmatics indeed form a unity. 

One of the main complaints that might be voiced against the use of game-theoretic principles 
in studying the varieties of linguistic meaning is that games do not really seem to incorporate the 
idea of intended meanings, intentions or implicatures into their framework (for related criticism, 
see e.g. Allott 2006 and Sally 2003). They appear only to model actual interaction with explicit, 
manifest and identifiable actions. In other words, it may be asked what the game really 'means' in 
addition to such explicit, mutually testable actions that are produced in some formal framework 
such as GTS. 

By way of recapitulating the point already argued for, it turns out that such an attempted 
counterargument for applying game theory to the constitution of meaning is misplaced. Se- 
mantics and pragmatics both operate on similar criteria, and thus cannot be separated from one 
another based on such criteria. Contexts are not to be thought of as an adequate candidate for 
such criteria. As noted, they enter game-theoretic meaning in various forms all of which can 
be given detailed, rule-governed descriptions, irrespective of whether the purpose is to articulate 
truth, the use of expression, or assertoric force. 

As a result, the main reason for the inseparability of these two components is twofold. First, 
semantic relations are given by strategies that emerge and are contested by the populations of 
language users, namely strategies that are winning or have some related quality of approaching 
equilibrium for one of the subpopulations. Second, pragmatic relations between the interlocutors 
are detected and maintained by what the content of the strategies actually is, which presupposes 
epistemic access to them. This, in turn, can be captured in various ways depending on the 
representational systems in which players' epistemic and closely-related propositional attitudes 
are modelled. 

An essentially similar argument counteracts the alleged difference between diachronic (his- 
torical) semantics and diachronic pragmatics (Pietarinen, 2006a). On the one hand, semantic 
change, including studies in historical semantics, is accounted for by requiring that the strategies 
in question have an attribute of stability of some appropriate kind over the recurring encounters 
and in varying situations and environments (Pietarinen, 2006b). On the other hand, pragmatic 
change, including studies in historical pragmatics (see e.g. Jucker 1994, Pietarinen 2007b), is 

3And in that case, players may be held liable for their assertions. In the spirit of Wittgenstein's On Ceutainty, 
they must be able to demonstrate that they are in the position to have that knowledge. 

4See Bianchi (2004), Szab6 (2005) and Turner (1999), among others. 
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accounted for precisely by the same means as semantic change, namely by requiring that these . . . .  . - 

very same strategies be stable over possibly indefinitely repeating plays. 
The sole difference between semantic andvragmatic change is that the latter change is linked 

A - - - 
with the players' knowledge of the strategies in use throughout multiple runs of the game. Prag- 
matic change, just as with pragmatics in general, concerns the epistemic attitudes the players 
entertain towards strategies in view of constructing the preferred solution concepts in an evolu- 
tionary game. One such example would be evolutionarily stable strategies in evolutionary game 
theory. Intentions and the recognition and interpretation of adversaries' intentions (such as pre- 
sumptive meanings or conversational implicatures) instantiate such attitude relations. The sole 
prerequisite for having an epistemic relation to strategies is to possess a sufficiently broad, collat- 
erally acquired common ground concerning certain key features of the game, including payoffs 
and types of players and their presupposed rationality. 

What comes to be added in such evolutionary games is the question of what the necessary and 
sufficient amount and type of information, including information about strategies, should be that 
is transmitted from any one instance or circumstance of playing the game, or a sequence of such 
instances or circumstances, to another in order for that information to trigger changes in meaning. 
For example, given the extensive-form framework for evolutionary games (Cressman, 2003), we 
have a pertinent theory of interactive, strategic situations at hand in which game-theoretically 
grounded evolutionary accounts of diachronic meaning could be studied. At all events, this 
approach holds a good deal ofpromise in exhibiting the kind of structure of relational multiplicity 
that codifies both the actual and the possible actions made during the recurring encounters and 
repeated plays. 

What, then, is the wider, unifying phenomenon upon which both semantics and pragmat- 
ics may be said to represent our present-day reflections on linguistic, and more generally sign- 
theoretic, meaning? This is a question which cannot be answered here in full. Allow me merely 
to allude to the scholastic speculative rhetoric as an example of a study concerned with both se- 
mantic and pragmatic meaning. Peirce's term of art was methodeutic (Pietarinen, 2005b). It was 
mistakenly taken for pragmatics by Charles Moms and Rudolf Carnap, and the later tradition 
following these two propagators was similarly misguided (Pietarinen, 2007~). Consequently, 
pragmatics acquired psychological and sociological undertones, thus confining it to the realm of 
human language users, so much so that it has mistakenly been considered a part of such disci- 
plines. Morris's behaviouristic interpretation of Peirce's semeiotic necessitated this turn, as it 
glossed over one of the main points of Peirce's theory, namely the strategic core of the Maxim of 
Pragmaticism (Pietarinen, 2005b). In fact, Peirce himself had considered and rejected the use of 
possible general psychological notions as proper explanations in the general theory of meaning, 
including conceptions, beliefs (hopes, fears, etc.), desires and expectations, and was left with 
habits as explanations of human interpretive activities, the 'logical interpretants' of our linguistic 
signs (Pietarinen & Snellman, 2006). 

Other general psychological notions commonly believed to underlie actions that follow from 
an agent behaving in a certain way are intentions and reasons constitutive of an intentional 
agency. Such notions are, however, as dispensable as beliefs, desires or expectations are as 
adequate explanations in pragmatic theories of meaning. 

Given his individualistic behaviourism, Morris never had any real use for Peirce's non- 
psychological concept of a habit. Likewise, in stark contradistinction to Monis, the scholastic 
speculative rhetoric pertained to the study of scientific methods and to the theory of scientific 
inquiry that would play a part in a general theory of interpretation. Speculative rhetoric was not 
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intended to be a study of the relationships between signs (linguistic or otherwise) and any of
their singular and actual interpreters, but the study of the relationships between signs and inter-
pretants invariant over contexts, environments, and periods of time. This makes any 'actual use'
part of the wider enterprise of sign meaning and interpretation. Peirce argued that the engine of
this broader branch of science was the Maxim of Pragmaticism. Just as with the game-theoretic
notion of a strategy, the Maxim is guided not by empirical criteria, but by counterfactual consid-
erations. Just as strategies contribute to a unified account of the purposes and goals of actions,
the pragmatic and habitual resolutions and plans of acting in a certain way in certain kinds of sit-
uations contribute to a unified theory of the meaning of those assertions. And it does so without
positing any unnecessary psychological apparatus.5

In recent studies revolving around semantics, pragmatics, logic and communication, game
theory has proved its strength and richness. Perhaps this is a sign of a significant theoretical
unification towards a more general theory of meaning observed long ago, but which still awaits
us in the future.
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